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Abstract— The behavior of wireless links in third generation wireless
data systems based on cdma2000 standard have profound impacts on the
performance of transport layer protocols. This is due to greater variations
in round trip times(RTTs) experienced by the TCP agents. In this work
we present an exhaustive study of the nature and impacts of the variable
delays on wireless links caused due to error recovery through link-layer
retransmissions. We identify the conditions under which sharp delay vari-
ations and residual errors occur in presence of link layer recovery mecha-
nisms and how they degrade the system performance and impact the TCP
behavior.

I. INTRODUCTION

It is now well understood that data services will dominate the cellu-
lar market in the future. Therefore, the current trend in IMT-2000 is to
move towards new technologies and corresponding standards that pro-
vide enhanced data services in cellular networks. However, providing
high data rate services through wireless cellular networks is challenged
by problems specific to wireless networks viz. scarce channel re-
sources and losses. In order to mitigate the problem of wireless losses
and to provide reliable data services, several link layer retransmission
mechanisms, e.g. Radio Link Protocol 3 (RLP)[11] in IS-2000, have
been proposed to overcome the wireless losses through link layer re-
transmissions and hide these losses from the transport layer protocols.
These mechanisms help in overcoming the frame losses at link layer
but they pose an additional problem of high variability in delay over
the wireless link. Some faster ARQ[3] mechanisms for other proposals
like 1XTREME[1] have been introduced to overcome the losses with
lesser delay variability, but the efficacy of all such mechanisms has to
be thoroughly analyzed.

An accurate analysis of delays over wireless links is desirable for a
variety of reasons. First local retransmissions are an additional over-
head for the link and hence bring down the link’s effective data rate.
Under extreme error conditions or poorly designed retransmission set-
tings, link layer might not be able to recover the losses and TCP might
have to come into action for error recovery thereby causing prolonged
delays and reduced throughputs. Also, the IP packets traversing over
the link experience an additional delay due to retransmissions thereby
resulting in inflation of the retransmission timeout (RTO) of TCP and
hence delayed recovery in case of loss of a packet. Finally, there may
be cases wherein the delay variability is so intense that it causes the
TCP sender to timeout resulting in TCP’s retransmission and hence an
even greater loss in throughputs.

Several attempts have been made to model the impact of link-layer
retransmissions on TCP [5], [6], [8]. However, these efforts lack com-
pleteness in one way or the other. An analytical model for RLP has
been presented in [6] that is integrated with a too simplistic model for
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TCP and lacks much of the complexities of TCP. Also, these mod-
els have been developed for independent (i.i.d.) frame errors only
and developing similar models for correlated block errors is a com-
plex process and simulations are the only means to address the need
for an accurate model. On the other hand, in another approach [5],
[4], an extensive model for TCP is used but the link-layer details are
simplified by means of introducing delays of desired durations at de-
sired intervals. Such an approach is an oversimplification of delay in-
troduced due to error recovery through link-layer retransmissions and
lacks analysis for a given frame error rate(FER) with specific fading-
induced correlation structure. Previous works in this area have thus
been marked by oversimplified models at either transport or the link
layer.

In this study we have developed a simulation tool for cdma2000
data network in widely used ns2[14] simulator. Our model[15] in-
volves elaborate implementation of protocols like RLP, PPP and their
integration with physical layer frame error models and transport layer
protocols like TCP. In the following sections we will cover these pro-
tocols and their implementations. Our extension to the simulator helps
in an accurate and broader analysis of additional delays induced over
wireless links due to link layer error recovery.

The main focus of this paper is on an exact analysis of delay vari-
ability due to link-layer retransmissions for various values of FERs
with varying correlation structure and its impact on performance of
upper layer protocols. We note that for modest levels of FERs with
little correlation, frame losses are effectively handled by link-layer er-
ror recovery mechanisms. We further observe that a smaller level of
average FER with high degree of correlation produces similar through-
puts as a high value of average FER with little correlation. We further
derive conditions under which a high data rate supplemental channel
may be assigned to a mobile based on its current FER and its tolerance
for delay variability. In the following sections we first begin with de-
scription of the network setup we are analyzing and then proceed on to
our results at various layers of communication protocol stack.

II. BACKGROUND AND SETUP

The 3G-1X system based on IS-2000 standard uses a single-carrier
1.25 MHz channel. The base data rate for Rate Set 1 (RS1) is 9.6
Kbps. The supplemental channels (SCH) of higher data rates based
on RS1 can correspond to one of the following rates - 9.6 Kbps, 19.2
Kbps, 38.4 Kbps, 76.8 Kbps and 153.6 Kbps based on the demand of
a particular mobile and availability of resources. SCH allocations are
made for certain durations (20ms - 5.2s) based on some scheme such as
finite-burst mode [7]. It is desirable in a 3G-1X system to hide wireless
losses from upper layer protocols like TCP. For this purpose link-layer
recovery mechanisms such as RLP are used. Table I shows the simula-
tion parameters used for analyzing the performance of cdma2000 data
network. A single mobile user downloading a large file using FTP
application is used for this purpose. The simulations are being per-
formed using a cdma2000 data module in ns2[14] simulator, which we

2669
0-7803-9152-7/05/$20.00 © 2005 IEEE



TABLE I
SIMULATION PARAMETERS

Description Symbol Value(s)
Application FTP
TCP version NewReno
TCP Segment Size Stcp 960 Bytes
Receiver’s buffer size 32KB
TCP Segments per Ack 1
IP Packet Size Sip 1000 bytes
RLP NAK rounds n 3
NAKs in each round NC {1, 2, 3}
Retransmit Timer T 13
Abort Timer A 13
One way radio delay dradio 40ms
(BSC to MS)
One way wired delay dwired 30ms
(Host to BSC)
Mobiles’ data rates Rphy 9.6 Kbps-

153.6 Kbps
Error Models:
(a) i.i.d. error rate ε 0% - 40%
(b) correlated model p 0.02, 0.05, 0.1

q 0.08, 0.2, 0.4

have implemented for the purpose of this analysis. The developed tool
includes optimization algorithms to yield the desired design values of
specific QoS metrics in a given setup.

III. RESULTS AND ANALYSIS

The impact of link-layer retransmissions can be understood at vari-
ous levels. As we progressively go up the protocol stack, it manifests
in different forms. Several major issues associated due to retransmis-
sions are discussed in next sections.

A. Link Layer

As described earlier, error recovery in wireless networks is mainly
done at link layer using protocols like RLP [11]. This layer locally
hides the losses from upper layers using retransmissions. These re-
transmissions introduce several performance-related issues.

1) Delay Behavior: Fig. 1(a),1(b) show the normalized ( as a ratio
of transmission time of single frame, i.e. 20ms) values of mean delays
for various values of frame error rates. It can be seen that both the aver-
age delay and deviation in it increase with increasing frame error rates,
producing greater variability in delays. Previous works [6] focussed on
mainly the mean values of delay. However it has to be clearly under-
stood that increase in delay is not a major problem for higher layer
protocols like TCP, instead it is the high variability in delay(Fig. 1(b))
that produces poor performance. As can be seen that for higher FERs,
the effective delay over the link can increase manifold than its nominal
value. For lower FERs, the variability is low and hence the moderate
jitter can easily be absorbed in aggregate transmission.

It can be understood that lower values of state transition
probabilities,p and q, produce higher levels of correlation. Fig. 2
shows the normalized frame delay for FERs of varying correlations.
It can be noted that correlated frame errors produce greater spikes in
delays than i.i.d. errors of the same average FER, which indicates at
greater degradation of performance due to fading resulting in corre-
lated errors. Also note that extreme levels of correlation can lead to
loss of a frame after all the NAK rounds and link layer is unable to
retrieve the frame which will eventually lead to loss of the IP packet.

In general, the total normalized delay experienced by an RLP frame,
dtotal, is comprised of three parts:
Nominal delay: This corresponds to transmission of frame and la-
tency of link, dnom = dtrans + dradio. The transmission delay,
dtrans, is simply the transmission time of frame and is simply ratio
of frame size, Srlp, and physical layer rate, Rphy . dradio is the la-
tency over wireless link.
Normalized detection delay: This delay, ddet, represents the delay in
detection of loss of a frame. Suppose that a frame with L SEQ = m
is lost and the previous frame (m − 1) was sent successfully. The
frame number m will be detected to be lost when one of the future
frames m + 1, m + 2,. . . , is received successfully. Until that instant
the receiver would be not be able to detect the loss. For an i.i.d. FER
model, this delay would be,

ddet = (1 − ε) + 2ε(1 − ε) + 3ε2(1 − ε) . . . = 1/(1 − ε). (1)

For correlated model this corresponds to the stay in bad state of the
channel and can be found by replacing ε by (1−q) in the above relation
and turns out be the mean residence time in bad state, τbad. It can be
verified that detection delay is not bounded above as it can attain any
high value, although with a diminishing tail probability.
Normalized recovery delay This delay (drecov) is equal to the time
spent by the receiver in retrieving the frame after first detection of loss
of the frame. It can be in between zero (corresponding to success-
ful original transmission) and sum of all the retransmission timers of
receiver RLP. Since, for each of the NAK round, the retransmission
timer is set to retransmit timer, T , plus the number of NAKs sent in
the round, this condition bounds the upper limit of recovery delay as,

drecov ≤
n−1∑

i=1

(T + NC(i)) + A, (2)

where A is the abort timer. This means that, after detection of loss of
a frame, by the expiry of time equal to RHS in Eqn. 2, the receiver
will either be able to recover the lost frame or give up doing so. A
mean value of recovery delay is thus a function of FER structure and
radio latency. For lower values of FERs, most of the lost frames will be
recovered by first NAK round itself and hence the mean value of drecov

will be very low. However, for very high FERs, many frames will be
recovered after several NAK rounds, some would not be recovered
after all NAK rounds and the bound in Eqn. 2 will be attained for these
frames.

The total delay experienced by a frame is thus dominated by the
time spent in detection of frame loss and subsequent recovery. In our
simulation setup as shown in Table.I, values of per-frame delays are
shown in Fig. 2. Each round for this setup is of duration 13 units
of frame transmission, so the upper bound on recovery delay for this
setup using Eqn.2 comes out to 45 units. Fig. 2(a) shows the values of
delays for an i.i.d. FER of 20%. It can be seen that for this scenario
almost all of the frames are recovered within first two rounds and the
retransmission induced delays occur frequently. Also, for this case,
since the errors are well distributed, detection delay is negligible to
few units and total maximum delay is thus in the vicinity of 50 units,
close enough to the upper bound of 45 units as governed by Eqn. 2.
Fig. 2(b), 2(c) show the delays for correlated case. Clearly, as the cor-
relation increases, the loss-induced delays are more sharp in nature.
The maximum delays are also very large, because with increasing cor-
relation (i.e. decrease in p, q), the mean residence time in bad state is
also very large, e.g. for a correlation model with p = 0.02, q = 0.08,
τbad turns out to be 12.5 units, almost as much as the mean recovery
delay. Fig. 2(d) shows the C.D.F. for frame delays for various levels of
correlation. Clearly, variability increases with correlation of errors.
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(a) Normalized mean RLP delay due to var-
ious FERs (i.i.d.)
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(b) Standard Deviation in normalized delay
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(c) Effective RLP data rate due to retrans-
missions

Fig. 1. Impact of physical layer frame errors (i.i.d) at link layer.
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(a) I.I.D. FER, ε=0.20
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(b) Correlated FER=0.20,
p=0.05, q=0.20
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(c) Correlated FER=0.20,
p=0.02, q=0.08
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Fig. 2. Frame delays for various levels of correlation for a constant mean FER.

This can be summarized by noting that with increasing delays, the
mean delay and variability in it both increase, and as the correlation
increases, the delays tend to be more sharp and greater because of
longer delays in detection of losses due to block errors.

2) Residual Frame Error Rate: As described earlier, RLP will not
try to recover a lost frame after all the NAK rounds are over. Thus, de-
spite RLP’s elaborate recovery mechanism, it is not entirely error-free
and reliable. All it does is to reduce the probability of errors below
a desired level. In [6], authors report that the usual {1, 2, 3} retrans-
mission scheme helps to overcome the errors and show that, for i.i.d.
errors, the residual RLP FER, εrlp, is well within 1% for a maximum
FER of 40%. This result can easily be obtained using an i.i.d. FER
and noting that residual RLP FER corresponds to all NAK rounds be-
ing unsuccessful, i.e.,

εrlp = ε1+
∑n

i=1 NC(i). (3)

However, for correlated model, the residual FERs could be much
higher because of sustained burst of errors. Fig. 2(b), 2(c) show this
effect where, for a constant value of mean FER, as the correlation in-
creases, the number of frames that could not be recovered after all
NAK rounds increases and can not be neglected. In reality, residual
FER for fading-induced correlated losses are difficult to be modelled
analytically and simulations are the only means of getting an estimate.

TABLE II
RESIDUAL RLP FER FOR VARIOUS LEVELS OF CORRELATION AND

CONSTANT MEAN FER.

FER parameters Residual FER (%)
i.i.d., ε = 0.02 0.0013

correlated, p = 0.1, q = 0.4 0.015

correlated, p = 0.05, q = 0.2 0.862

correlated, p = 0.03, q = 0.12 2.312

correlated, p = 0.02, q = 0.08 5.251

Table II shows the residual FER values for varying levels of correlation
obtained using our simulation tool. It can be seen that for higher levels
of correlation, RLP’s retransmission scheme is unable to retrieve the
lost frames and a residual FER of as high as nearly 5% can occur un-
der such circumstances. This problem can be mitigated to an extent by
using a more distributed retransmission setting, say {1, 1, 1, 1, 1, 1} as
in [8]. It is clear that high levels of correlation might lead to unsuit-
ability of a particular retransmission setting and hence fading effects
have to be adequately addressed while designing the network. Sev-
eral approaches including one that adaptively changes retransmission
settings[9] have been proposed to mitigate this problem.
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3) Reduction in Data Rate: An immediate consequence of retrans-
missions is reduction in effective data rate. Since, under error condi-
tions, some of the frames needs to be transmitted more than once, this
leads to an additional overhead on the wireless resources. Fig. 1(c)
shows the impact of retransmissions on the available data rate at link
layer. It can be seen that at an i.i.d FER of 40%, the effective data rate
goes to almost half its rate while operating under error-free conditions.
An example of a poorly designed retransmission scheme that signif-
icantly alters the effective data rate is one in which too many NAK
frames are sent in initial rounds for low levels of FER. This illustrates
that retransmission settings are of utmost importance in retrieving lost
frames with minimal overhead.

We will conclude this section by commenting on some of the de-
ficiencies in the modeling techniques employed for link layer proto-
cols. In [6], authors have modeled RLP and have ignored the additional
queueing delays associated in detection of lost frames due to overdue
retransmit frames. Also, in many modeling approaches, a constant
value of round-trip time, R in sending a NAK and receiving the corre-
sponding reply has been taken. Such an approach fails to capture ad-
ditional queueing delays for NAK frames on receiver side due to other
NAKs on one hand and the queueing delays associated with retransmit
frames at the sender. Therefore, averaging out a value of R is imprac-
tical as it varies a lot with FER level, and at higher FER levels, the
queueing delays mentioned above need to be taken into consideration
for an accurate analysis. So, even though the analytical model pro-
vides rich insight into the behavior at low FERs, but at high FERs, in
our view, simulations are the only way of accurately examining RLP
behavior. It is our belief that our simulation tool will be effective in
meeting this need for a robust and accurate model.

B. IP layer

At IP layer, apart from the error recovery, the delays are de-
pendent on another factor - number of RLP frames per IP packet,
Nrlp(Rphy, Sip). Fig. 4 shows the results at IP layer. It can be seen
that at lower data rates, when each of the IP packet is segmented into
large number of frames, the delay jitter due to link layer retransmis-
sions are absorbed to a great extent and the effective IP packet delay is
never more than twice what it would take for an IP packet to traverse
through error-free wireless link(Fig. 4(a)). This is due to the fact that
large number of RLP frames are created for each IP packet and recov-
ery in case of a loss can be mostly done while the original transmission
of an IP packet’s frames is going on. Correlated errors of same average
FER however are more harmful leading both to loss of IP packets and
greater spikes in delay(Fig. 4(b)). Fig. 4(c) shows that the delay jitter
of link layer gets translated to delay spikes at IP layer if a high rate of
153.6 Kbps is used. This is because of the fact that fewer RLP frames
are generated for an IP packet which, in case of loss, are mostly recov-
ered when the sender is done with original transmission of IP packet
and recovery might only be done when several future frames have been
transmitted. However, link layer as before in Fig. 4(a) is effective in
recovering the losses and no packet drops occur. So, a high level of
correlation of errors and a high data rate can trigger spikes in packet
delay that is harmful for wireless network performance. Fig. 4(d) il-
lustrates that same level of physical layer of FER of 0.20 can trigger
varying kinds of delay behavior at IP layer depending on the correla-
tion structure and current data rate for the mobile.

Although, high data rates lead to greater delay variability, but a very
low value of data rate is also not desirable as it magnifies the residual
errors at link layer to those at IP layer, εip. Note that residual IP layer
error corresponds to scenario when any of the constituent RLP frames
could not be recovered at link layer, i.e.,

εip = 1 − (1 − εrlp)Nrlp(Rphy ,Sip) ≈ Nrlp(Rphy, Sip) · εrlp. (4)
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Fig. 3. TCP throughputs for various values of raw link rates and physical layer
FERs (i.i.d.)

Since number of RLP frames per IP packet is large for lower rates, so
residual IP layer error rate decreases with increasing data rates, Rphy .
However, the magnification of residual errors at IP layer occurs only
at extremely low data rates and for a properly designed system with
negligible residual RLP errors, only the delay variation needs to be
considered for better performance.

C. TCP Performance

Fig. 5(a) shows the TCP traces for an error-free link. Fig. 5(b) shows
the decrease in throughput due to reduced effective Link Layer rate as
exhibited in Fig. 1(c). However link layer is able to recover all the lost
frames and IP packet drops do not occur and the overall behavior is
smooth. Fig. 5(c) shows further decrease in throughput due to corre-
lated losses of same average FER. This is due to loss of packets due
to failure of link layer to recover the lost frame after all NAK rounds.
Fig. 5(d) shows that at higher levels of i.i.d. FERs packet losses do
occur and the recovery is also very slow due to inflation of RTT. It can
be seen that an i.i.d. FER of 0.35 offers roughly the same throughput
(∼ 200 TCP segments in 400s) as a correlated FER of 0.20 and it es-
tablishes that fading effects have to be considered while modeling the
delay of wireless links.

Fig.6 shows TCP behavior for a higher rate of 153.6Kbps. At this
high rate when fewer frames are generated for each IP packet, delay
variability is high and a modest i.i.d. FER of 0.20 that did not produce
significant reduction in throughput for lower rate of 9.6Kbps(Fig. 5(a),
Fig. 5(b)) is enough to significantly alter the available throughput as
shown in Fig. 6(a) and Fig. 6(b). The ACK arrival times are not regu-
lar and show large variations. As mentioned earlier, for such high data
rates, the delay variation has spike-like behavior and can trigger time-
outs and one such timeout occurs at around 25s. Fig.6(c), 6(b) show
further degradation when correlation and mean FERs are increased re-
spectively. Fig. 3 shows the TCP throughputs for various levels of
FER (i.i.d) at various data rates for mobiles. It can be clearly seen that
at higher data rates, TCP throughput reduces significantly more than
lower rates due to higher delay variability leading to poor performance
of TCP’s window mechanism.

It can be clearly stated that TCP performance in presence of wireless
losses and link-layer recovery is dependent on appropriate choice of
design parameters viz. retransmission settings, retransmission timer.
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(a) I.I.D. FER ε = 0.20, Rphy =
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0 50 100 150 200 250 300
0

1

2

3

4

5

6

IP Packet Number

N
o
rm

a
liz

e
d
 P

a
c
k
e
t 
D

e
la

y

Delay
Drop

(b) Correlated FER = 0.20, p =
0.02, q = 0.08, Rphy= 9.6Kbps.
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Fig. 4. Normalized IP packet delays.
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Fig. 5. TCP behavior for Rphy = 9.6Kbps (Sequence numbers are in modulo-80 fashion).
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Fig. 6. TCP behavior for Rphy = 153.6Kbps(Sequence numbers are in modulo-80 fashion).
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Fewer NAKs in high error scenarios will produce greater residual FER
and degrade performance and an excessive number of NAKs for a low
error case will again degrade throughputs by triggering unnecessary
retransmissions. Also, the retransmit timer, T , has to be appropriately
chosen so that RLP receiver waits for adequate time before entering
the next NAK round.

IV. CONCLUSION AND FUTURE WORK

In this work, we presented an accurate model for link layer in
cdma2000 data networks. Fading-induced effects have been exam-
ined at various levels and an exact analysis for interaction of link layer
protocols and upper layers has been presented based on our simulation
tool. We illustrated the conditions under which link layer retransmis-
sions produce the undesirable effects such as delay spikes, residual
frame losses and reduced data rates.
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