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Abstract—Information-Centric Networks offer an opportunity
to re-think traffic engineering, by allowing to schedule resource
at the granularity of content. We describe an architecture for
performing content-based path selection and resource allocation.
It assigns content objects to paths in the network by considering
the time it will take to deliver the existing objects in the
network and optimizes with respect to this objective. We have
extensively simulated this mechanism to demonstrate significant
gain up to 72% in response time when compared with minimum
backlog policy (MBP), round-robin format (RRF), and the traffic
engineering policy which minimizes the maximum link utilization
(minMLU).

I. INTRODUCTION

New resource allocation mechanisms are required to
achieve high link utilization and to improve network perfor-
mance [14][6]. The current Internet architecture provides a
flow abstraction for traffic engineering that is unfortunately ill
suited for high link utilization. This is due to several reasons:
first, an IP flow matching a filter with a certain source and
destination addresses may encompass many different applica-
tions, especially in the case of NAT ed clients. Second, an IP
flow is a poor descriptor of the amount of resource to allocate,
as it is difficult to predict the flow length just by looking at the
network layer information in the packet header. Third, there is
no explicit semantics to signal the end of an IP flow, and it is
typically identified by waiting for a timer to elapse after the
last packet of the flow. This leads to resource being allocated
to flows after they are completed.

Typical mechanisms to perform traffic engineering then
rely on historical and probabilistic methods, by considering
the traffic matrix observed during a previous period, and
computing some weights to select paths to efficiently load
balance the traffic over the network; this is probabilistic in
the sense that flows are assigned to paths with the hope that
in the long run, the behavior will converge to the average value
obtained from the traffic matrix.

The flow length distribution in the Internet (and many other
networks) however follows a power law distribution [13].
This means that a few misallocated flows may skew the
performance of the network, as seen for instance in the case of
the data center network [10]. As the traffic demands increase,
making more efficient resource allocation is primordial, but
the current IP architecture comes up short in providing the
proper abstractions to achieve this.

New architectures have been proposed to alleviate some of
the issues of IP. In particular, Information-centric networks
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(ICN, [7][5][15]) have been proposed to use content as the net-
work abstraction. Content distribution, and video in particular,
is predicted by Cisco to amount to 90% of the Internet traffic
by 2017. ICNs use a unique content name to identify the data
crossing the network, and some cryptographic mechanisms to
securely bind the name to the data.

This enables two important features: one is that the content
can be stored anywhere in the network, as it is the content that
is authenticated, not the server providing it; and the second is
that the network can identify properties of the content, such
as its size, and associate these to the content name [1]. This is
a profound shift, as allocating resource to a piece of content
with known attributes becomes deterministic.

We argue that ICNs offer the proper abstractions to perform
a finer grained resource allocation than IP, and in this paper,
we investigate how to leverage these abstractions to per-
form content-based traffic engineering'. We design a content-
allocation architecture in ICN which provides the proper func-
tions for content-based resource allocation, and design some
scheduling policies which take advantage of these functions to
achieve a significant gain over current IP resource allocation
procedures.

The contribution of this paper are as follows:

o We define a content-based traffic engineering problem,
inspired by the work of [1][25] and we show that this
problem is NP-Hard;

o We therefore develop a heuristic approach and a resource
allocation policy which reduces the response time of the
network for delivering a piece of content;

o We observe that the control loop for resource allocation
requires knowing the actual rate of data transfer for a flow
after it has been allocated, which in turns require for the
content allocation mechanism to be able to either estimate
the performance of the transport layer, or to learn it;

o We define a resource allocation mechanism which learns
the desired allocation over a training period, then exploit
this policy for a while, before training again and repeating
the cycle;

o We thoroughly evaluate the proposed mechanisms both in
a Java simulator built for this purpose, and using NS-2

Content-based TE here means that we assign resource to each piece of
content. We respect the network neutrality principle and do not prioritize
any one content over others. Even though some provider may want to give
better performance to content from, say, Disney, we only consider a resource
allocation scheme that is blind to the type and producer of content.
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simulations; we show significant gains in response time
for a wide range of network conditions in both WAN-like
and Data Center-like topologies.

We believe that fine-grained resource allocation sets ICN
apart from the current IP network architecture. Despite being
a heuristic, the policies we describe in this paper demonstrate
a significant gain over the minMLU algorithm, over the RRF
algorithm, and over the results of MBP algorithm in [25]. In
RREF, every source-destination pair has a set of candidate paths.
These paths are selected in a round-robin format every time a
new flow comes in to the network between these two nodes.
However, these are heuristic policies and they only point in
the direction towards even more gain for the optimal policy.

The paper is organized as follows. We first present some
background and related works in Section II. We next define
the problem statement and the requirements for a content-
based traffic engineering mechanism in Section III and prove
there our problem formulation is NP-Hard. In Section IV,
we propose our network architecture. Section V discusses the
evaluation environment and presents the simulation results. We
discuss these results in Section VI, prior to concluding the
paper in Section VIL.

II. RELATED WORK

Information-centric networks [19][7][5][15] have been pro-
posed to securely name data and route based upon the data
name. A lot of work in ICN has been on separating the content
from the server which hosts it, in order to facilitate content
replication and eventually, content delivery.

However, it has quickly become clear that ubiquitous con-
tent caching came up with resource allocation implication, and
TECC [27] for instance considered how to jointly provision
the content placement in the cache with the path selection for
the delivery. TECC solved an optimization problem taking as
input the traffic matrix implied by the users’ demands, and
proposed an off-line content placement and traffic engineering
mechanism, while our focus is on dynamic, fine-grained
resource allocation.

Our work build on that of [1] and [25] which respectively
observed the potential of ICN for traffic engineering and
proposed an initial proof of concept and simple resource
allocation policy. However, [25] offered only a basic heuristic
and the results of this policy vary greatly upon the network
conditions and traffic demands. We propose here a scheduling
policy which performs consistently well over a wide range of
input.

[22] considered the issue of traffic engineering in ICN,
but by splitting the flows into multiple paths and without
taking into account the object size. We on the other hand
consider a single path for an object, but utilize the size
awareness offered by the ICN paradigm. In the Content-aware
Traffic Engineering (CaTE) paper [21], a different framework
is presented where a data can be stored in multiple server
locations. This knowledge is leveraged to find not only the
optimum path but also the optimum source location. There is a
joint source node and path optimization. Therefore, it benefits

both the internet service providers (ISP) and content providers
(CP).

Traffic engineering in IP networks has been well studied,
but most of the work is content agnostic. For instance, [18]
computes OSPF link weights to allocate IP traffic. To include
content-based differentiation, CDN heuristics have been used
as in [11] .[4] considers history-based strategies to perform
joint traffic engineering and content distribution.

Integrating the CDN with the network has been the main
approach to optimize the content-based path selection. [21]
shows that the proper CDN server selection coordinated with
the recommendation of the network operator improves perfor-
mance. Our set-up differs as there is no coordination of the
content location selection with the network operator. Using
game theory, [17] and [3] consider joint traffic engineering
and content selection.

QoS routing is a mature topic to find optimal TE policy on
certain constraints. The main approach is to find the optimal
paths typically in terms of cost, loss probability, available
link bandwidth, link propagation delay, delay jitter, hop count
[29]. Our goal is to minimize total flow completion time. In
addition, QoS routing does not have the fine grained flow
abstractions available in ICN.

The shortcomings of minimizing the maximal link utiliza-
tion of the network (the so-called minMLU traffic engineering
policy) were pointed out in [24]. We believe our paper
answers their call for better TE tools in terms of application
performance. [8] also attempted to replace minMLU to account
for the unpredictability of the traffic. Here, predictability is
improved by working with a content abstraction which can
precisely define the object to allocate in the network.

Our policies are heuristic, and improve the performance. We
hope our paper will instigate some theoretical work on optimal
scheduling policies. In networks of parallel servers, the Join-
Shortest-Queue policy has been studied by, for instance, [9]
or [16]. This analytical framework needs to be extended to the
case of networks of queues, and a theory of resource allocation
in ICN is clearly required.

III. PROBLEM STATEMENT AND REQUIREMENTS
A. Network assumptions

Fine grained resource allocation creates a host of require-
ments on the underlying networks and on the mechanisms used
to provide the allocation. Current networks do not support such
mechanisms, for lack of the proper tools and abstractions.

We consider a network where a flow is initiated by a request
for content from a consumer of the content. The consumer may
be inside the network, or in a different domain. The network
receives the request, and the content will flow back through
the network. We make a somewhat restrictive assumption that
a content object will be mapped to a single flow and that
all chunks composing one content object will be allocated to
the same path through the network. ICNs support delivery of
the chunks from multiple sources, but for this initial proof of
concept, we make the simplifying assumption that all chunks
follow the same path.
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We do not assume a strict path symmetry, as in [19], but
we note that if we were to enforce such symmetry, the traffic
allocation decision can be made on the request. Namely, if
a customer sends a CCN/NDN interest for packet, we can
perform the path selection by routing this interest to the
location hosting the data over the desired return path for the
content.

For ease of explanation however, we assume that a content
flow? enters the network, either from a host directly attached to
the network or from a different domain, and that the network
will make a content-based routing decision to deliver the
content to the requester. The decision is made either by a
control layer as in [1] (for instance, using SDN tools adapted
for content-based routing) or by the strategy layer as in [19].

We assume that a content is uniquely associated with
its identifier (in ICN, its name) and that the content size
can therefore be associated with this name as well. Many
mechanisms can be used to create a mapping of the content
name to its size, and we do not presume any specific one.

More formally, we consider a graph G = (V, E') with V' the
set of nodes and F the set of links. Each link e has capacity
ce. Each content (or flow) z, 4 entering the network at vertex
s and leaving at vertex d can select a path from a set of
K, 4 distinct paths (Psﬁd, kE=1,...,Ksq), where a path is
an acyclic sequence of links in E going from s to d. If link
e belongs to path P¥, for some s,d, k, we say that e € P¥ .
K 4 is assumed to be relatively low to simplify the allocation
decision and the management complexity. In our evaluations,
K, 4 ranges from 3 to 5. In other words, we assume content
placement is given as input and focus on TE.

According to classical networking models, flows from s to
d are generated according to a Poisson process with rate s g.
Since each flow corresponds to a piece of content, and since
the network has access to the content size, we can assume that,
upon arrival of a flow f in the network, the network has access
to the flow size (which we also denote by z). We assume that
the size z is drawn from a known distribution with mean Zz.
In our evaluations, we consider the content size to be Pareto
distributed.

We further assume that the amount of traffic under the
arrival rate A, 4 and the distribution for z is stable and can
be allocated to the paths Pslf 4 in a manner such that the
load allocated to each link is less (on average) than this
link’s capacity. Namely, we assume that there exist coefficients
71, Ko with 0 < 7F ) <1 and Y5, 7k, = 1, such
that the link utilization u. of link e satisfies the following
feasibility condition:

>

k. k
Psfd.eGPsvd

Ve € E, ue, = )\S,dwf’dz < Ce (D)

Note that the matrix {Z - X\s a}(s,q)evxy corresponds to
the traffic matrix in the network, and the 7* ; corresponds to
a static traffic engineering decision. For instance, a possible

2We use the term “flow” interchangeably with content, defined as the
sequence of all chunks belonging to a single data object.

traffic engineering policy could be to randomly split the flows
arriving from s to d with probability 7T§,d onto the K4
possible paths Pf, 4- We denote by minMLU the random
splitting policy where the choice of coefficient 7Tf~ 4 minimizes
max.cp Ue. This is the typical min-MLU traffic engineering
policy which minimizes the Maximum Link Utilization.

One important aspect is that we only modify the path of
the objects through the network, but not the amount of traffic
that is offered to the network. Therefore, if there is a solution
to Equation 1, the network will be stable (i.e. able to deliver
all the traffic) and the link utilization of all policies which
keep the network stable will be the same. Our goal is not to
improve link utilization, but to reduce the delay to deliver a
flow (or equivalently, by Little’s Theorem, the number of flows
in progress at any given time).

We denote by z; the i-th content to arrive into the network
(and slightly abusing notations, its size as well). z; is asso-
ciated with a source s € S and a destination d € D and we
assume that for each source-destination pair, there is a set of
paths P, 4 that z; can follow. We denote by V' that allocation
of the sequence of z;’s to a corresponding path, and definee
Ty (z;) to be the completion time of z; under this allocation.

Another key aspect is that of the number of flows being
considered at a given time. For an extremely large amount of
flows, the probabilistic splitting of the flows according to the
Tgsd® will yield a result which converges to Equation 1 by
the central limit theorem. This means that the link utilization
in such case will be close to optimal. Further, for a very
large amount of flows, the resource allocation needs to be
kept simple to keep up with the speed.

However, for smaller scales and with heavy tail flow size
distribution, the probabilistic resource allocation will have
worst results (as we will see in the Evaluation). Therefore,
we restrict ourselves to networks at the edge, and ignore the
core of the network (where minMLU will perform fine).

We define the response time of the network for flow z as
the time between the first arrival of the first chunk of z at the
ingress of the network until the last departure from the last
chunk of flow z at the egress of the network.

The content-based traffic allocation problem is therefore to
find an allocation V' : z; — P, 4 which solves:

Content-Based TE Problem: m‘}n YTv(z) Q)

Theorem 3.1: The Content-Based TE Problem is NP-Hard
Proof: Our problem is a dynamic flow scheduling problem.
A special case of our problem formulation is where each item
is of the same unit size and contains only one packet to go
through the network. This can be mapped in a straightforward
manner to the aircraft routing problem defined in [23], and
shown there to be NP-Hard. Since it is a sub case of our
formulation, our problem is therefore NP-Hard as well m

The complexity of finding an optimal solution to the
Content-Based TE problem therefore induces us to look at
heuristic solutions. We now turn to describing the requirements
of a practical solution and to presenting a content-based traffic
allocation mechanism which meets these requirements.
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B. TE Requirements

Current networks fall short of enabling this vision. IP flows
are difficult to properly define, since a sequence of packets
matching an IP header filter with no interruption longer than
a given time-out can incorporate multiple distinct content,
applications, or even users. This yields our first requirement.

Requirement 1: Content-based abstraction. In order to
perform a fine grained resource allocation, the network layer
needs to be able to uniquely identifies each flow and to be
able to distinguish different content and users.

The current IP architecture has been evolving towards a
software-based control plane [12] which performs per-flow
decisions. As a new flow enters the network, a rule is applied
that is set by the controller. As we want to achieve a content
specific traffic engineering, we need such mechanisms to apply
to content, as in for instance [1].

Requirement 2: Content-based Control Plane. The con-
trol plane of the network extends to the edge, and is able to
make routing decision once for each (or a subset of the) piece
of content.

The decision can be as simple as assigning a tag (such as
an MPLS label) at the ingress edge, so that the flow follows
a given path through the network fabric until it reaches the
egress edge.

The control plane also needs to be aware of the congestion
in the network fabric to make a proper path selection. For this,
a network monitoring infrastructure is required to keep track
of the amount of traffic allocated to the nodes’ outgoing links.
Namely, when a flow z 4 with size z is allocated to the k-th
path P* > 1t will add z to the backlog of the edges traversed
by path P d and for the nodes monitoring the congestion, a
descrlptlon of the flows and remaining backlogs is required.

While this is a strong requirement, we make it to demon-
strate the potential of the mechanism to reduce the response
time of the network. We hope that this requirement can be
relaxed. [25] considered some policies which ignored all flows
below a certain size threshold for resource allocation, and [2]
focused on identifying only elephant flows in the context of
the data center for instance. From the knowledge of the flows
assigned to the paths, the traffic assignment mechanism must
be able to derive some behavior of the forwarding plane.

Requirement 3: Estimation of traffic. The control plane
needs to be aware of the behavior of the forwarding plane
under given flow conditions.

TCP is an end-to-end protocol, which makes the forwarding
behavior inside the network (say, reaction to congestion)
contingent to a policy at the end points. In order to properly
assign resource, the control plane would need to understand
the impact of its decisions on the flows and have a model
of the TCP behavior (either a theoretical model as in [20]
and references therein, or an empirical model based upon
previously observed network conditions).

Requirement 4: Scale. Any resource allocation policy has
to scale up with the size of the network.

We have addressed this requirement earlier: for large scales,
a probabilistic approach will approach the optimal. Therefore
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we suggest two tiers of policy: a probabilistic minMLU
mechanism in the core, and a dynamic allocation from the
edge to the core, to meet this requirement.

IV. MINIMAL RESPONSE TIME POLICY
A. Architectural description

Figure 1 presents the elements of our resource allocation
architecture. We assume an ICN protocol names the object, so
that a content is uniquely identified by its name, taking care of
Requirement 1. We assume a (logically) centralized controller
making content-based decisions at the edge of the network,
which is typically going to be a software switch connected to
the controller.?

The controller handles several functions:

o It can select the path for the content, either by setting a
rule at the switches in the network fabric, or by assigning
a label for a pre-computed path;

o A Content Management function performs the following
tasks: it maps the content to a location, either in a cache
in the network, or to an egress path out of the network;
it also monitors content information, such as identifying
the content size and keeping a database of the mapping
of the content to its size;

e A Network Monitoring function maintains a view of
the conditions inside the network, either by polling the
switches for network conditions, or by estimating the
conditions from the input and the predicted network
evolution, or a combination of both;

« Finally, based upon the input of the Content Manage-
ment and Network Monitoring functions, an allocation
algorithm decides which of the candidate paths for a
(source,destination) pair will provide the best network
performance.

3Some ICN architectures such as CCN/NDN do not specify a controller,
and assume a distributed routing mechanism. However, CCN/NDN includes a
strategy layer that selects how to forward interest packets, and if the upstream
edge router has some knowledge of the downstream network congestion, this
edge router can select the proper path for the data messages, assuming the
function of the (now distributed) controller. For simplicity, we describe only
a centralized controller here.
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The controller could select multiple paths and allocate some
amount to each path. However, our goal is to demonstrate
the benefit of the idea in the simple scenario, therefore as
s first step, single path is our focus. This controller can be
extended as an extension of OpenFlow, as in [1]. The mapping
of the content name to its size is straightforward in ICNs. The
Network Monitoring and Allocation Algorithm functions need
to be detailed more, in the following subsections.

B. Allocation Algorithm

Recall z; is the it" content to be transferred in the network,
as well as its size in bytes. To each point-to-point content
transfer from the source s € S to the destination d € D,
we associate a backlog function B.,(t) to denote the backlog
generated by the content z; from s to d at time ¢. Letting ¢, be
the arrival time of content z;, then B, () is a non-increasing
function of ¢ for ¢ € [t,,, +00): it diminishes from the size of
the content z; down to 0. For instance, if we consider a flow
using the full capacity ¢ of a link, then B,,(t) can be given
as following:

B.,(t) = [z — et —t,)] " 3)

where [g]T = max{g,0}. In general, due to the dynamics
of the flow interactions and of the transport protocol (say,
TCP in IP, or an interest-shaping mechanism in CCN/NDN),
it is easier to compute B,,(t) at each link by subtracting the
volume of content that has traversed the link from the original
content size. B,,(t) correspond to the unfinished, remaining
amount for the flow z;. Note that this backlog is not inside the
network, but rather corresponds to the amount of data which
has not transited through the network yet for a specific object.

We are given the bandwidth sharing function which allo-
cates f(z;) units of bandwidth to object z; per unit of time.
For instance, if TCP is the transport protocol, one can view
f(2;) as the rate achieved by the TCP session which carries
Zi.

Given f and B,,(t,, ) forall i = 1,...,n — 1 (where we
consider the n*" arrival to be scheduled), we can estimate the
completion time for all files. It is an iterative process which
looks at the next file to terminate, namely the object j such
that B, (t.,)/f(zj) < B.,(t.,)/f(z) foralli =1,... ,n—1.
Upon completion of z; at time ¢*, we have a different set of
objects (all the objects for which B, (t*) > 0 minus z;. We
can iterate on all the objects such that B, (t*) > 0 to calculate
the completion time of each object. We denote by T/ (z;) the
completion time of z; under the allocation set V' describing
the path allocation of the objects 21, ..., 2,—1.

For the arrival z,, there is a subset Ps 4 of all the paths
between source s and destination d that we can assign z,, to.
Denote by K q the cardinality of the candidate path subset,
and by Vp,,i = 1,..., K, 4 the allocation set that describes
the current allocation plus the potential allocation of z, to
the i-th path P; € P, 4. For instance, Vp, is the allocation of
Z1,...,%n—1 to their current path with backlog B.,(t., ) and
of z, to the first path in P 4 with backlog (or in this case,
object size) z,.

Algorithm 1 Minimum Response Time Policy

Require: P; 4 for each (s, d) traffic demand pair and B, (t)
for every content z; being transferred, ¢ = 1,...,n—1 with
B, (t)>0

1) Select one path P € P, 4, 1 < ¢ < K, 4 from the
candidate paths set and insert it to the allocation set
by V-V +4z2,= P

2) Given the bandwidth function f and remaining back-
logs B, (t,) at time t,, calculate the expected response
time Ty (z;) of each flow. Find the checkpoint time
teheck Which is the minimum expected response time
found by tcpeck = min; Ty (2;). Update the backlogs
of each flow at time ¢t peck bY

Bzi (tcheck) - (le (tcheck) — teheck X f(zz))+ .

3) If all flows are completely transmitted then go to next
step. Otherwise, recursively go back to step 2 and
calculate the response time of the non-terminated flows
after the checkpoint. Update the response time of the
flows by

Tv (%) = Tv (%) + teneck

where Ty (z;) is the aggregate response time of flow
z; for candidate allocation V.

4) Calculate the total response time of all flows as Ty =
> izt Tvie (2i)-

5) Iteratively go back so step 1 and select the next
candidate path until all candidate paths are selected
in series.

6) Given the total response times of each candidate path
scenario 7Ty’s, select the one which will give the
minimum total response time. Add this path to the
existing set of paths.

We attempt to find the path P € Ps 4 such that:

m}gr&r)l:\lfe ; Ty, (2;) 4
that is, to find the path with the minimal total completion time
for all objects in the system.

To keep this policy tractable, subsequently in our simula-
tions, we specifically consider P 4 = {Rs’fd, k=1,...,Ksq}
as the set of K, 4 shortest paths given by the output of
Yen’s k-shortest path algorithm [28] modified to increase path
diversity.

Our algorithm, denoted by Minimum Response Time Policy
(MRTP), for path selection for incoming content z,, origi-
nated at node s and destined for node d, is summarized in
Algorithm 1.

C. Network Monitoring and Bandwidth Estimation

Algorithm 1 requires to know the backlogs B(z;) and
the bandwidth sharing function f(z;). The backlog can be
monitored at the edge, or can be computed if the function f(z;)
is known at all time. The function f(z;), Vi, can be estimated
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Fig. 2. Computing the MRTP decisions using a Mirror Virtual Network

from a model of the transport layer or from an empirical
measurement of the network conditions. In most systems, it
is quite complex to estimate f(z;) as the dynamics of the
system are very intricate. Therefore, the MRTP policy with
perfect knowledge of f(.) is an idealized policy. We present
now a scheduling policy which can be realized in practice.

The policy functions in two phases: a training phase, where
the network acquires the path decision based upon an off-
line learning; and an exploitation phase, where the policy
discovered in the training phase is implemented. The two
phases alternate periodically, so as to keep the decisions in
the exploitation phase up to date.

The learning phase require knowing the best decision. We
propose the use of a mirror VNet [26] or a network emulation
environment that takes as input the packet arrivals into the
real network, and then computes the completion times of
the existing flow for each possible path selection to learn
the MRTP decision. Therefore, the forwarding happens in
the data plane according to the existing policy (say, the
decisions learned during the previous training phase) while
the resource allocation mechanism acquires the policy for the
next exploitation phase.

We propose an iterative optimal path selection algorithm for
the training period.

1) We start with the first flow f; with source s and destination
d and add it to the active traffic input set 7.

2) We select the first candidate path p; € P 4,7 = 1 of fi.
P q is the set of candidate paths of flow between s and d.
3) We run the emulator (in our experiments, NS-2) and
calculate the actual total response time of this simulation
RT;,i=1.

4) We select the next p; in the set P 4 and go back to step
2).

5) We find the index of the smallest element r; of the set
{RT\, RT,, RT3} and store it as the optimal path selection of
flow f;1. We add the optimal path selection to set PS.

6) We add the next flow to the active traffic input set 7.

7) Except for the last element of 7', we take the path selections
of the flows from the set PS.

8) We repeat the steps through 2) to 5) and find the optimal
path selection of the last element of set 7.

9) Go back to 6) until the size of set T is equal to the

predefined size of the training set.

Once we find the optimal path selection of the flows in the
training set, we use this knowledge to derive the path selection
policy for further flows.

1) For each source-destination pair, extract the path selection
statistics.

2) For a specific source-destination pair, if an index is dom-
inantly popular, set that index for the future flows of that
source-destination pair.

3) For a specific source-destination pair, if more than one index
is closely seen in the training set, make a random selection by
taking the weights of paths as their popularity in the training
set.

4) For a specific source-destination pair, if the sample size is
0, use MTRP for future flows of that kind.

During our simulations, we observed that there is a single
path index in the training set for most of the source-destination
pairs. For the rest, we applied the third and fourth item of the
previous list.

Figure 2 shows the traffic being duplicated to be fed both
to a network emulator which computes the optimal scheduling
decision by exhaustively trying the multiple potential paths and
to the actual network for transmission. The emulator is only
used during the training periods, and is turned off otherwise. In
our evaluations, we compute the optimal weights based upon
the input of 1,000 flows, then apply the learned decisions to
the next 10,000 flows.

V. EVALUATIONS

We developed a Java simulator and an NS-2 simulator to
evaluate the response time performance of the proposed MRTP
against minMLU, MBP, and RRF because we wanted to see
the improvement using existing transport protocols. In a CCN-
based simulator with a proper interest shaping mechanism, we
would observe a higher gain.

A. Methodology

In the Java simulations, the bandwidth sharing function f(.)
used for estimating the response times is the same bandwidth
sharing function used in the simulation itself. Therefore,
idealized MRTP is implemented. For each simulation setup,
we implemented these algorithms on two different networks
and several different traffic models and parameters. The first
network is the Abilene (WAN) network, a backbone network
established by Internet2 group. It has 11 nodes and 14 edges
as depicted on the left of Figure 3. The capacity for each
link is 9920Mbps except the link between the nodes in
Indianapolis and Atlanta where the capacity is 2480Mbps.
In NS-2 simulations, latency of each link is set to 10ms.
Three candidate paths for each source-destination node pair are
computed based on OSPF link weights given by [18] and Yen’s
algorithm [28]. We used different traffic demand matrices to
characterize the traffic inputs. They are uniform, gravity-based
and a realistic model from [30]. The realistic matrix was built
by measuring the end to end traffic for each source-destination
pair in the Abilene network, for a period of 5 minutes. The
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traffic input is created by using Pareto distribution and Poisson
process for the object sizes and arrival times, respectively.
Pareto parameters x,, and « and Poisson parameter A\ are
varied in different simulations to measure the performance in
various traffic scenarios.

The second network is a data center (DC) network which
is shown on the right of Figure 3. It consists of 8 rack
switches and 3 core switches, which make a combined 11
nodes. The network is fully bipartite connected meaning there
is a link between each rack and core switch. The links have
9920Mbps capacity and 10ms latency for NS-2 considerations.
We assumed a uniform traffic demand matrix between each
rack switch in DC network. There are three disjoint and equal
cost paths between each rack switch pair. Those paths have a
length of two hops going over one of the core switches.

B. WAN

The first Java simulation scenario in the Abilene (WAN)
network is based on the traffic demand taken from [30]. To
create different traffic inputs, we set z,, to three different
values 3, 30 and 300. The flow arrival rate (\) is varied
between 12 and 18 for z,, = 300, between 120 and 180
for z,, = 30 and between 1200 and 1800 for x,, = 3.
The traffic load is calculated using the formula: Traffic load
=\ X Ty X ﬁ, which corresponds to between 60% and
100% link utilization with these specific values. The 100%
link utilization in this network for this traffic matrix is satisfied
with a traffic load of 25084Mbps. The response time results
of MRTP and minMLU are given in Figure 4. Note that the
response time measurements of the cases in which z,, = 30
and z,,, = 3 are scaled by 10 and 100 to fit all three simulation
scenarios into the same graph. According to the results,
minMLU increases the mean response time by approximately
66% compare to MRTP.

The second Java simulation is also setup in the Abilene
network but with a gravity-based traffic demand. Under this
model, it requires a traffic load of 65140Mbps to achieve
100% link utilization. Therefore we updated the arrival rate
parameter A to achieve link utilization between 60% and 100%
link utilization. A is set between 3000 and 4800 for z,, = 3,

Response Time (s)

4 L L L
16 17 18 19 2 24 22 23 24 25 26
Load (Mbps) <10°

Fig. 4. Mean Response Time Comparison with Abilene Traffic Matrix
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Fig. 5. Mean Response Time Comparison with Gravity-Based Traffic

between 300 and 480 for z,, = 30 and between 30 and
48 for x,, = 300. The response time results of MRTP and
minMLU are given in Figure 5. Note that, as before, the
response time measurements of the cases in which z,, = 30
and z,,, = 3 are scaled by 10 and 100 to fit all three simulation
scenarios into the same graph. The simulation results show an
approximately 42% increase in response time by minMLU
compared to MRTP.

C. Data Center (DC)

In the DC network, we carried out a Java simulation which
had uniform traffic demand matrix. In addition to MRTP and
minMLU, MBP and RRF are also included in the simulation.
As in the WAN simulations, the traffic input parameters are
arranged such that they correspond to between 60% and 100%
link utilization. The DC network requires a traffic load of
229151Mbps to achieve 100% link utilization under uniform
traffic model. For A\ = 15, x,, is set between 2000 and 3250
and for A = 1500, z,, is set between 20 and 32.5. In Figure 6
and Figure 7, the response time calculations of four different
techniques for the traffic input with A = 15 and A = 1500 are
presented. In both graphs, MRTP significantly outperforms the
other techniques. It reduces the response time approximately
40% and 45% compared to minMLU and RRF. MBP policy
performs second best in the low utilization regime but its
performance deteriorates in the high utilization regime.
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D. NS-2 simulations

We carried out simulations in NS-2 on the WAN network.
The setup of the NS-2 simulations differ from the setup of Java
simulations in the nature of bandwidth sharing knowledge.
In the NS-2 simulations, we follow the procedure explained
in IV-C. We start with a training period where we have the
perfect knowledge about the bandwidth and the response time
of the flows. After the training period, the derived optimal
path selections for each type of flow are used in the rest of
the simulation. We call this Trained MRTP (T-MRTP). The
trained optimal path selections are updated by new training
periods after a certain time *. We call this method Recalibrated
TMRTP (RT-MRTP).

The first set of simulations are carried out with gravity-
based traffic input which requires approximately 93% MLU.
We run the simulations with 20,000 flows. There are two
training sets, the first one is the first 1000 flows and the second
one is the flows indexed between 6001 and 6650. In Fig. 8, we
compare the average response time of MRTP with minMLU,
T-MRTP and RT-MRTP for traffic input with incremental sizes.
For the first 1000 flows, minMLU performs approximately
72% worse than MRTP since MRTP has the perfect knowledge
of the bandwidth. These results are consistent with the Java
simulations. T-MRTP and RT-MRTP have a similar gain over

4As a further direction, we plan to carry out online exploitation instead of
relying on periodical training sequences.
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Fig. 8. Response Time Comparison of NS-2 Simulations

Traffic Set | TMRTP | minMLU | Degradation
1-350 0.650s 1.013s 55.8%
1-1000 0.658s 0.949s 44.2%
1-5000 0.710s 0.943s 32.8%

1-10000 0.764s 0.977s 27.8%
TABLE I

AVERAGE RESPONSE TIME: WAN NETWORK/UNIFORM TRAFFIC

minMLU in the beginning of the traffic set and they manage
to preserve this advantage in the rest of the traffic set. The per-
formance degradation due to minMLU is as low as 41%. We
observe that the quality of the trained optimal path selection is
very high after the training set and they gradually drop as more
flows come in to the network. Therefore, we see the benefit
of the re-calibration of these trained path selections between
flows 6001 and 6650. RT-MRTP reduces the average response
time approximately 5% compared to T-MRTP. In addition, it
is seen that the second training set is not as effective as the
first training set because the size of the training set affects
its influence on the overall performance. In addition, the fact
that the second training period starts from a sub-optimal state
might be a reason for the reduction in the effect of the training
set. As a results, we can say the bigger and more fresh training
sets improve the performance. In that case, there is a trade off
between the complexity and the performance.

The second set NS-2 simulations are also carried in WAN
but with uniform traffic input. There are 10,000 flows and the
first 350 of them are training flows. MLU is approximately
90%. The comparative response time results of T-MRTP and
minMLU are presented in Table I.

According to the results, during the training period, min-
MLU induces a higher 55.8% response time compared to T-
MRTP. In that period, T-MRTP is the same as MRTP. The
quality of the path selection parameters of T-MRPT drops from
the level of MRTP as more flows come in. However, there
is still a significant gain for traffic input which is 30 times
bigger than the training period. The fact that the performance
gain in this scenario is not as high as the gravity-based traffic
can be attributed to the smaller size of the training period,
which is a reiteration of the trade off between complexity and
performance.

725



2016 13th IEEE Annual Consumer Communications & Networking Conference (CCNC)

VI. DISCUSSION

Our results point towards a significant gain in response time,
but at the cost of a greater complexity. We argue that, since
it is mostly software complexity at the controller, it will be
eventually possible to reap the gains of fine grained resource
allocation.

As a future work, the scalability could be improved by
using a threshold to monitor only elephant flows and let short
flows be mis-allocated without significant penalty. That would
reduce the number of scheduling decisions.

The algorithm measures the total response time, but this
could be modified to include other objectives. For instance,
one could normalize the response time by the size of the flow,
so as not to penalize short flows. We can also compute other
performance objectives over the path selection.

We improve the performance significantly over minMLU,
which is not however optimized for response time. However,
load balancing is a proxy for reducing the congestion in the
network and therefore improving the response time. Due to the
current IP flow abstractions, no traffic engineering mechanism
can really optimize for response time. This is where ICN
abstractions offer a significant advantage.

The bandwidth estimation mechanism can be optimized as
well. For a network that operates in a steady state, we take
advantage of the fact that learning methods allow the network
controller to assess the performance of specific flows based
upon previous operations. However, we believe that a proper
resource allocation should also allocate the bandwidth, and
that the transport layer should be evolved to support this.

VII. CONCLUSION

We have presented a traffic engineering architecture and an
allocation algorithm that takes advantage of the abstractions
of Information-Centric Networks to perform a fine grained
resource allocation at the content level. Unlike IP, ICN offer
the proper abstraction to increase the efficiency of the network
resources and to reduce the response time of the network.
We argue that, more than ubiquitous caching, it is the most
significant feature of ICN.

We have seen that a controller can compute an estimated
response time for a set of candidate paths and that even
a relatively small set of such candidate paths can produce
significant gains in response time.

We have presented the MRTP policy which allocates traffic
to paths such that the total response time of the flows in the
network is minimized. This is based upon an estimation of
the bandwidth for each flow, which can either be estimated,
or controlled by the controller. We argue that the latter is the
most efficient way to allocate the resources, and proposed a
bandwidth sharing function that achieved objectives of fairness
and performance.

We have evaluated the MRTP over multiple network topolo-
gies and network conditions, and it significantly improves
the network’s response time for a wide range of network
utilization and for different traffic size distributions. We have

shown reduced delay in all cases, and up to 50% improvement
over min-MLU or RRF in some evaluation scenarios.
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