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ABSTRACT

This paper focuses on a framework for representing a team pla
and its projections on individual agents. The team plan psere
sented with a coloured Petri net. Using the implicit placiurion
rule an agenticity hierarchy is deduced: each transiti@mibg two

or more output places corresponds to splitting the (subtigdo
(sub)subteams; a two-input-place transition merges auige The
reduction rule is extended to support the notion of transfean
agent from one subteam to another. These notions of splittin
merging and transfer are basic team management structhiels w
describe the dynamic team hierarchical organisation. Al éevel

of agenticity a plan is derived from the team plan reducti©on-
trolling an agent individually requires extracting indiuial infor-
mation, such as activities involving the agent as well asratting
agents or subteams at each level of agenticity. The agejeeped
plan encompasses for each level of agenticity an activay pind

a list of cooperating agents or subteams.

Categories and Subject Descriptors

1.2.11 [Artificial Intelligence ]: Distributed Artificial Intelligence—
multiagent system®.2.2 [Software Engineering: Design Tools
and Techniques-Petri nets 1.2.8 [Artificial Intelligence ]: Prob-

lem Solving, Control Methods, and SearcR¥an execution, for-
mation, and generation

Keywords

Hierarchical Petri nets, object Petri nets, replanningiieork

1. INTRODUCTION

In the agent world activity planning has been widely studied
The increasing complexity of the jobs assigned to agentscloa®
using groups of agents. The groups, when organised and afvare
their organisation, are called teams. The problem of te@mnphg
is considered difficult (state-space size(Bf* — 1)*k! ijzl uj,
with m the number of agents,the number of goals;; the number
of recipes for theith goal).
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Hierarchical task networksH(N) [11] consist of decomposing
tasks into subtasks until elementary tasks. A set of methods
achieve each task is then organised into an agent plan. imake
of HTN, Groszet al. [12] base theSharedPlarapproach on the hi-
erarchical decomposition of shared plans into a sequeneeiples
to be applied by a team of agents. Their work also inherits fitwe
logics of beliefs and intentions [6, 7, 18]. Tambéeal. [20, 21]
have focused on team behaviour imE2\M. The planning module
in STEAM uses rules to produce team reactions to external events.

From a different standpoint the representation of the pisedfi
tends to make use of the automata theory and the Petri neaform
ism (see Appendix A). For instance El Fallahal. have modified
Petri nets [10] to refine actions, to be compared to task dpoem
sition. The multiagent aspect consists in merging indigichlans.
Another approach [9] uses hybrid automata to formalise xed e
cute agent plans. The automata are synchronised so as te therg
plans. However, in the domain of individual planning, opierzal
use of Petri nets is appearing for representing an itinexadycon-
trolling the execution of the subsequent plan [4] or even tashk
planning and scheduling tool compatible with Petri net glesind
analysis environments [15].

This paper aims at presenting a Petri net-based model fos pla
that eases plan information management during plan executi
The next section introduces the notion of agenticity to denbe
team organisation. Section 3 formalises team plan Petsi aued
their relations to team organisation. Finally section 4cesqs a
way to extract individual plans from the team plan using gearo
tion operator.

2. MISSION,AGENTS AND TEAM ORGAN-

ISATION

The general framework is a mission specified in terms of ob-
jectives: agents are implemented to carry out the missionaae
hierarchically organised in a team.

2.1 Mission and Goals

The mission is characterised by abjectiveto be reached by
the agent team. The objective is decomposed into misgiats
which are in turn decomposed into subgoals until reachiemeh-
tary goals.

DEFINITION 1. (Agent) anagentis a physical entity equipped
with resources (sensors, actuators, communication dsyibat is
implemented to achieve some goals within the mission, ftirere
contributing to the achievement of the objective. éldementary
agents an indivisible entity (e.g. a robot, a drone) whereasoan-
posite agents a set of agents that may themselves be organised as
composite agents.
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Figure 1: Decomposing the objective into a hierarchy of goal

Following Shoham'’s remark that a group of closely interagti
agents can be considered as an agent in itself [19] a teanenfsag
is equivalent to a composite agent.

DEFINITION 2. (Goal) for an agent a goal corresponds to a
possible state of the environment such that the actionsecgient
tend to bring the environment to that state.

The decomposition of the objective gives a hierarchy of goal
that must be carried out [20] (fig. 1). Some goals involve eem
tary agents, other involve composite agents, subteams or even
the team itself.

DEeFINITION 3. (Recipe) a recipe [12] is the specification of a
course of actions to be performed by an agent, either corteoosi
individual, resulting in the achievement of a goal.

DEFINITION 4. (Elementary goal) an elementary goal is such
that there exists a known recipe to achieve it (fig. 1).

Several recipes may be available to achieve one elementaty g

The team plan is extracted by organising a subset of the set of

recipes. The initial plan is attached a possible orgamisatf the
team.

2.2 Agenticity

When an agent is involved in a group of agents, some character

istics of the group are inherited by the agent. In particifléine
group is involved in some activity, each individual agentdsn-
mitted to that activity and to the interaction with its fellagents

[7]. To make use of this property we suggest to consider a team

as amagenticity hierarchywhose leaves are elementary agents and
whose nodes are subteams, composite agents. Each node has
for children nodes the agents that compose the subteamré-rep
sents (fig. 2). One can notice that there is no requiremeniatha
individual agent be represented only once.

More formally the teamX is composed of elementary agents
{z1,22,...,z,}. Itis hierarchically organised and each node in
the hierarchyH x is considered as an agemt [19]. Let A =
{a1,a2,...,an} bethe setof agents in teakh Preliminary prop-
erties are that:

1. theteamisanagen¥ € A,i.e.Ip € [1,...,m], X = ap,

2. and each individual has a counterpart in the agem set €
X=35€[l,...,m],z; = a;.

The father of agent; is denotedfather(a;). child(a;) is the
set of children ofa;. child(.) and father(.) are functions and
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Figure 2: Agenticity Hierarchy

as such can be composed. The hierarghy is an application:

A\A{z1,z2,..., 20} — A
a; — child(a;) )

DEFINITION 5. (Agenticity) the agenticity of agent with re-
gards to teamX is its depth in the hierarch§{ x whose root is the
team: Agx (a;) = depth(a:, Hx) = (u|father"(a;) = X).

The agenticity of agent; with regards to any subteany, a; C a;
is its depth in the hierarch${, ; whose root is the considered sub-
team: Aga; (ai) = depth(ai, Ha;) = (u|father"(a;) = a;).

DEFINITION 6. The father agent of agent; is agentay
father(a;) corresponding to the father node in the hierardhy .
The father’s agenticity is less than the child’s by 1:
aj C child(ar) = Agx(aj) = Agx(ar) + 1.

Examples

1. The agenticity of an agent pertaining to no subteam is i wit
regards to the teamX = ap,2; = a;, 4k € [1,...,m] \
{j4,p} : aj C ar = Agx(z;) = 1 (fig. 3).

2. If all agents belong to the same team, the agenticity of the
team is 0 with regards to the agent population:
Vie{l,...,n},37€{1,...,n} 1 a; = z; = Aga(X)
0,

A={z;,i€{l,...,n}}U{X}.

agenticity co%%%?ite
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Figure 3: Example 1

DEFINITION 7. (Degree) the degree of an agent is the high-
est agenticity of the individual agents that belong to thierat:
deg(a;) = max(Aga,(zi,i € {1,...,n},z; € aj). An elemen-
tary agent has a null degreeleg(z;) = 0.

Example

3. If two elementary agents compose the only subteam of a
given team, the team has adegree af 2= {x;,, zi, }, A =
{X}{a; }U{xs,i € {1,...,d1,...,42,...,n}} = deg(X) =
2 (fig. 4). The fathew; of the two agents:;; andz;, is the
composite agent representing the subteam.



Figure 5: Team plan with some agenticity hierarchies
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Figure 4: Example 3

3. TEAM PLAN REPRESENTATION

3.1 Team Plan Definition
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Figure 6: Source and sink structures and their associatedgen-
ticity hierarchies
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of AA. Individual agents are the leaves of the hierarchy. Place
pa is associated subgraglX, A, AA, AAA,leaves), ps subgraph
(X, A, AA, AAB,leaves), ps subgraph( X, A, AB,leaves), pr

The team plan is designed in terms of a detailed sequence ofsubgrapi(X, B, leaves).

tasks, represented as a Petri net.
Let Px be the detailed team plarPx is a coloured Petri net
[14]: Px = (P, T, S, N,C, F), such that:

1. P is a finite set of placeg;, each placey; represents the
activity associated to an elementary goal;

. T is afinite set of transitions;;
. Sis afinite set of arcsy;
. N is a node function frontto P x TUT x P;

. C is the colour set;

o o0~ WN

. F'is a colour function fromP into C.

P—C
F
{piHHX(Pi)

agenticity hierarchies. The colour of a given token in a gigkace
pi, F(p:), is the branch in the agenticity hierarchy correspond-
ing to the activity associated to the plac(p;) = Hx(p:;) =
{father®(X|p,),k € {0,...,deg(X|p,)}}, where the elemen-
tary agents involved ip; are X|,, (team restricted to the agents
involved inp;). Hence each reachable markifng corresponds to
an agenticity hierarchyt x (M) of the whole teanX.

For example, in figure 5, reachable markifya, ps, ps, p7} is
associated to an agents’ hierarchy with two subtedraad B, two
subteams4 A and AB of A and two subteamslAA and AAB

. The set of token colour§ is the set of
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3.2 Analysing the Team Plan

The team plan bears some typical structures identified as mod
ifications of the team organisation. Let us recall the notef;
for the input places of;, ¢;° for its output places,p; for the input
transitions ofp; andp;° for its output transitions? is readily com-
posable: for instanc® p; designates the set of input places of all
input transitions op;.

DEFINITION 8. (Source, fig. 6) Lesour ce be the structure
represented by a place; and a transitiont,, such that’p; = ¢,
and®ty = 0.

The hierarchy born by the structure has an agenticity of hwét
spectto the teant(x (p:)'= as andchild(as) = {as,,...,as, }.

Thesour ce structure allows the introduction gfagents into the
team. It is worth noticing that; cannot bear two or more output
places because this would mean that a group of agents idirated

in the team and immediately split. Common sense does nat allo
this, all the more since Petri net transitions are consderaivisi-

ble and instantaneous.

DEFINITION 9. (Sink, fig. 6) Lesi nk be the structure repre-
sented by a place; and a transitiont, such thatp;° = ¢, and
tko = 0.

1The reference to plage designates the agent associateg;to




The hierarchy born by the structure has an agenticity of hwét transition¢; modifies the composition and possibly the number of

spect to the teantt{ x (p:) = as andchild(as) = {as,...,as,}. agents at levetleg(H x (°t;)) — 1. However it does not affect the
) _ _ degree of the subteardeg(H x (°t;)) = deg(Hx (¢;°)).

The si nk structure allows the Wlthdrzi_wal or the abductiongof Ifin pi.,s € {1,...,m}, child(aq) = {ac,,...,ac, } and

agents from the team. It is worth noticing th@atcannot bear two U ychild(ac, ) = {aby, - - - an, }» Ny, s € {1,...,p},

or more input places because it would mean that several ahsyn child(as) = {aq ; ad. }andU?_, child(aa, )
nised (since not pertaining to the same subteams) groupgeots o v

QApys- -5 Qb f-
withdraw from the team at the same time. Common sense does not{ " b}
allow it, all the more since Petri net transitions are insilvie and Ther eor gani se structure allows fusingn subteams to fornp
instantaneous. new subteams, all of them bearing the same level of agenticit
DerINITION 10. (Fork, fig. 7) Leff or k be the structure based ag
on transitiont; such that’t; = p; andt;° = {pw,, Prs, - - - s Pk }- D D, acl/---\acm
Firing transition ¢; inserts before the individual level — for which I - O Im am/\ab a{ }ab
Ag = deg(Hx(pi)) — a level of agenticity whose (composite) A
agents share out the individual agents among themselves: t / {18 )= {1....0)
deg(Hx(t;°)) = deg(Hx(°t;)) + 1. Ifin pi, child(a,) = J 8
{apy,...,ap, }, iNpr,,p € {1,...,m}, child(a.) = /a% /ad{
{acy, ..., ac,, } and UL child(ac,) = {ab,, -, ap, }- pkp - O pkp dny ( By, }:{?b\q'}” B,
Ut E{L q
Thef or k structure allows creating from a subteamsubteams Vi vl a}

whose levels of agenticity are increased by 1.
Figure9: Reorganise structure and itsassociated agenticity hi-

/aa\ erarchies
B v Bpg _
DEFINITION 13. (Transfer, fig. 10) Letr ansf er be the struc-
A ture bﬁsed ona (E)Iacptosuch thatt;, = p;,° = °pr, = °p: and
% P iy = "Pky = Pin” = Pi°-
Py Py B 3o Fon B It modifies the composition but does not change the number of
! | agents at levelleg(Hx (°t;, ,)) — 1: there always remains two
poiE e ¢ of them. The places in the structure correspond to the fafigw
. . . L agents:
Figure 7: Fork structure and its associated agenticity hierar- 9
chies e pi, —ar={ar,,uc{l,...,m}}

;. g = Sy 17 Ceey )
DEFINITION 11. (Merge, fig. 8) Letrer ge be the structure ® P 4 {as,,ued PH

balsed on transitiort; such that°t; = {pi,,pis,--., D} and o pi — ar = {an,,ue{l,...,q}};

tj" = Pk.

Firing transition ¢; suppresses the level of agenticity before the o pr, — ay ={ar,ue€{l,... m}N\{aw,,ue{l,...,q}};
individual level. It thus fuses the composite agents of the-t ,

cated level:deg(Hx (t;°)) = deg(Hx (°t;)) — 1. Ifinpi,,p € ® pry — ag ={as,,u € {1,...,p}}U{ar,,u € {1,...,q}}.

{1,...,m},child(a.) = {acy,- .., ac,, } ANAUTL child(ac,) =

. Thet r ansf er str re all ransferri nts from the ac-
{anys- o van, }o in pr, child(ag) = {ap, ..., ab, }. et r ansf er structure allows transferringagents from the

tivity associated tg;, to that associated tpx,. This is equiva-
The ner ge structure allows fusingn subteams to form a single  !entto collocating aour ce structure and ai nk structure where

subteam whose level of agenticity is decreased by 1. p¢ represents the W|thdraW|ng agents on one side and themjrivi
agents on the other.

a,
e
ot m R S %
B % -+ By, Fony B N
(kg ke o {1, 0} ag - ag,

{7}rs = {10}

da
/N
8 g

Pk
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Figure 8: Merge structure and its associated agenticity hierar- A 8y By 8y

chies

DEFINITION 12. (Reorganise, fig. 9) Leteor gani se be the
structure based on transitian suchthatt; = {pi,, iy, .., Pinm } Figure 10: Transfer structure and its associated agenticity hi-
andt‘jo = {pkl7pk27"'7pkp}' erarchies
Combining characteristics of the two preceding structufiang
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Figure 11: Choice structure and its associated agenticity hier-
archies

DEFINITION 14. (Choice, fig. 11) Lethoi ce be the structure
located between two places andp; such that
pi° = {tkl,th, L. ,tkm} andVu € {1, . ,m},
thy " = Plus Pl = tn, andt,,° = p;.
The hierarchy is not modified by the structure:
Hx (pi) = Hx(p;) = Hx (pi,),Yu € {1,...,m}.

Thechoi ce structure allows proposing: possible activities for
the considered subteam.

3.3 Abstracting the Team Plan

Representing a team plan using hierarchical coloured Retsi
[13, 16] — or modular coloured Petri nets [5, 16] — allows fayrm
flexibility than coloured Petri nets and reduces the amofiaiue
plicated information.

The netPx can be abstracted so as to represent the activities at
each level of agenticity. To build this information we exdethe
ordinary Petri net reduction rules. The Petri net is redwsambrd-
ing to the semantics of basic team management structuneglya
sour ce, si nk, for k, mer ge, r eor gani se,transfer and
choi ce.

RULE 1. — Reduction of late arrival: (fig. 12) If ¢, and p;
constitute a source structuree. °p; = tx, °tx = 0, p;° = t; and
37 #1,p;° = t;, they become a single plagg ;.

f ! AN
ath.”abuf ab\/lluab\/s
P P
I -'-l aa p
tI /\ M
v A T

Figure 12: Rule1 and itseffect on hierarchy

Rule 1 preserves the level of agenticity. However the tokenad-
ified so as to encompass the newly introduced (individuaban-c
posite) agent.

RULE 2. —Reduction of early withdrawal: (fig. 13) Ifp; and
tx constitute a sink structuré.e. p;° = tx, tx° = 0, °p; = t; and
3j # i, °p; = t;, they become a single plage- ;.

Rule 2 preserves the level of agenticity. However the tokenadi-
fied so as to encompass the leaving (individual or compacesiteit.
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Figure 13: Rule2 and its effect on hierarchy

RULE 3. —Fusion of consecutive activities: (fig. 14) Ifp;,,
Dis, - - -, Dij, @rek consecutive placese. °p,11 = p.°,Vr €
{%1,...,ik—1}, they are substituted by a unique place,,.....i. -

Rule 3 is a transposition of the substitution rule for consige
places in ordinary Petri nets. It preserves the level of agen
the token is not modified.

Figure 14: Rule 3 and its effect on hierarchy

RULE 4. — Fusion of choice between activities: (fig. 15) If
Diy, Dias - - - » Dij, @re k possible places,e. *°p, = °°ps, p,-°°
pSOO’ Op’f‘ 7£ Op51 p"‘o # pSO! V(r, S) G {7;17 e ,7;}9},7' # S, they
are fused into a single plagg, ,...i, .

Rule 4 preserves the level of agenticity. However the tokenad-
ified so as to bear, if needed, the different possible aggnsab-
hierarchies. The agent will be tagged as encompassing pieulti
possible organising structures.

Figure15:

Rule4 and its effect on hierarchy

RuLE 5. —Fusion of parallel activities: (fig. 16) Ifp;, ,
Dis, - - -,Di, are k places in paralleli.e. °p, = °ps, p.°
ps°,V(r,s) € {i1,...,ix}), they are replaced by a single place

DPiyig,.ig
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Figure 16: Rule5 and its effect on hierarchy
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Figure 17: Rule 6 and its effect on hierarchy

Rule 5 is derived from the implicit place suppression ruleidi-
nary Petri nets. It decreases the level of agenticity by é:sthuc-
ture born by the token is shifted upwards.

RULE 6. —Reduction of agent transfer: (fig. 17) Ifp;,, pi,,
pr, andpy, are the four places of a transfer structure through
i.e.pi,° = °pr, = °pr @and®pi, = psi,° = p:°, they are reduced
into two separate branches wih, ,pi, andpj,, p,.

Rule 6 does not decrease the level of agenticity but modifies t
contents of the structure: the structure born by the tokeraiss-
formed so that the transferred agents are passed on. Ther fath
agents corresponding to each branch are tagged as opexatams-

fer. In fact the reduction is performed by splitting the stan place

p: and then simultaneously applying rule 1 and 2 on the two sepa-
rate branches of the structure.

The rules are iteratively applied, thus building the dyraagen-
ticity hierarchy. Rules 1 (source) and 2 (sink) allow to gdtof
late-arriving and early-withdrawing agents before startihe it-
erative part of the algorithm. lIterations begin with tegtand, if
possible, applying rule 5 (parallel activities) until itrcao longer
be applied. Then the iteration breaks so as to skip to rulerdsgx-
utive activities) to compress all sequences that have apgéathe
iteration. If rule 5 cannot be applied at all, it is replacedrble 4
(choice) which in turn, when not applicable, gives way tcerél
(transfer). The process ends when the net is reduced to ke sing
place. More details can be found in [3]. The resulting plagnth
consists of a hierarchical Petri net whose levels corredporthe
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levels of agenticity in the team. Each place develops inusbarset
of higher agenticity. The tokens in the sub-net hold the tgper-
forming the activities corresponding to the marked placesvell
as the children of these agents (fig. 18).

4. REDUCTIONAND PROJECTION: FROM
TEAM PLAN TO INDIVIDUAL PLANS
BY THE EXAMPLE

Figure 18 shows an example of a hierarchical team plan. The
plan that appears in figure 5 is gradually reduced in orderdid y
a single-place Petri net. Let us consider the marking intgrese-
tails. p» andps are parallel activities. Their tokens are similar and
bear hierarchies respectiveWAA and AAB and their children
a, b andg. They are reduced intps 5 according to rule 5. The
resulting token bears the piece of hierarchiyl with its children
AAA andAAB. At the next level several reductions are possible.
First rule 3 is applied on two sequences. — pss is reduced into
ps andps s — po becomespy 5.9. Then on one hangy s 9, pe,
P10, 11 andpi2 show a transfer structure: they are reduced into
P* = Dis6,9,10,11,12 according to rule 6. In that structure tokens
bear from left to right4A and its childrenAAA and AAB, and
AB and its childreru, d andg. On the other hangs is an alter-
native topz. They are reduced intp; s according to rule 4. The
token is not changed while moving through the sequence aad be
b, ¢, e, f andg. Sequencep: — p* andps — pr,s — p13 are ag-
gregated into respectively . andp; ,~ ;3 according to rule 3. At
this stage the structure resulting from all previous reidnstbears
these two parallel activities. The structure is reduced jat... 13
using rule 5. The last stage of the reduction concatenageseh
quencep: — p2,...,13 — p14 iNto a single place,, that represents
the mission. The token in the sequence is composed of tharhier
chy team and its children. Fop; the children are, b, ¢, d, e, f
andg. Forps,... 13 they areA andB.

The Petrinet in figure 5 in fact corresponds tode¢ailed global
plan built from the leaf-places of the hierarchical team plan dn fi
ure 18.

The hierarchical structure of the team plan now allows tesngsj
individual plans to be derived. This is done through a prijpec
mechanism.

DerINITION 15. (Projection) the projection of the team plan
on agenta; is an agent plan whose hierarchy of places has been
cut to levelAgx (a;) and the hierarchies of agenticity are cut to
level Agx (a;): deg(Hx (ai)) = Agx(as).

DEFINITION 16. (Agent plan) the plan of agemnt; consists in
the path ofa;’s token in the team plan and all levels above. The
corresponding activities all involve; or its ancestors in the agen-
ticity hierarchies.

The projection of the team plan on an agent consists in isolat
ing the places of the corresponding level of agenticity incthe
agent is involved and extracting the hierarchies of placeb af
agenticity associated to the places.

Let us unfold the previous example. Figure 19 shows the agent
plan for the elementary agetit At each level the team plan Petri
net has been pruned so that the remaining places indabvéts an-
cestors. One can notice that the same operation can bermpedor
locally for agentA A. Locality is a consequence of the fugacity of
AA due to its being a composite agent. Modifying the team organ-
isation according to the activity creates local cooperatjooups.

For instance in markingpa, ps, ps }, a, b andg are collaborating
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Figure 19: Projection of theteam plan on agent d
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for ps andps in resp. AAA and AAB, wheread is not individ-
ually involved with AB: their interface withAB is AA and AB

does not need to know the specifics of the activity of eactviddi
ual agent.

5. CONCLUSION

In the general framework of agents carrying out a missioe-spe
ified in terms of objectives a Petri net-based represemtatioeam
plans is presented. In this approach agents are hierallghiza
ganised in a team. Each node in the agenticity hierarchy ean b
regarded as an agent. The plan itself is represented byardtier
cal Petri net whose places are agents’ activities. The tsgton
of the team dynamically changes as the marking in the netesol
The team plan is designed for team activity monitoring.

From the team plan a projection operator allows to derive in-
dividual plans so that each elementary agent knows whichtage
may interact with it for any activity. The interaction infoation is
held in the tokens of its plan as an agenticity sub-hieranshgreas
the (hierarchical) marking gives the current activitiealbtevels of
granularity/agenticity. The conjunction of individualpis permits
distributed team coordination.

The distribution of the information at all levels of ageitiian
each agent may facilitate team management. In particulahe
context of teams of robots, it may help in dynamically resfing
to an unforeseen event, such as a failure or an externahachio
modification to the initial plan — a repair — will be provideid;
volving agents at an individual (robot) or global (team)dievCur-
rent and future works concern the development AREA, a Petri
net-based decision architecture for local replanningiwitine team
[1, 2].
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APPENDIX

A. APETRINET REMINDER

A Petrinet< P, T, F, B > is a bipartite graph with two types
of nodes: P = {p1, ..., pi, ..., bm } IS @ finite set of places]” =
{t1,...,tj, ..., tn} is a finite set of transitions [17, 8] (fig. 20(a)).
Arcs are directed and represent the forward incidence ifumét :
P x T — N and the backward incidence functiéh: P x T" —
N respectively. Aninterpreted Petri neis such that conditions
and events are associated with places and transitionsctesbe
(fig. 20(b)). When the conditions corresponding to someqsace
satisfied, tokens are assigned to those places and the aitie be
marked. The evolution of tokens within the net follows titina
firing rules. Petri nets allow sequencing, parallelism aymthro-
nization to be easily represented.

<. buffer empt

- ZMessage

<> <> buffer full
— - !Message

(a) Standard
Petri net

(b) Interpreted Petri net

Figure20: A model for a one-stage communication buffer





