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Abstract
When transacting and interacting through open computer networks, traditional methods used in the physical

world for establishing trust can no longer be used. Creating virtual network substitutes with which people, or-
ganisations and software agents can derive trust in other parties requires computerised analysis of the underlying
trust networks. This article describes an approach to trust network analysis using subjective logic (TNA-SL), that
consists of the three following elements. Firstly it uses a concise notation with which trust transitivity and parallel
combination of trust paths can be expressed. Secondly it defines a method for simplifying complex trust networks
so that they can be expressed in this concise form. Finally it allows trust measures to be expressed as beliefs, so
that derived trust can be automatically and securely computed with subjective logic. We compare our approach
with trust derivation algorithms that are based on normalisation such as PageRank and EigenTrust. We also provide
a numerical example to illustrates how TNA-SL can be applied.

Index Terms
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I. INTRODUCTION
Modern communication media are increasingly removing us from familiar styles of interacting and

conducting business in ways that traditionally rely on some degree of pre-established trust between business
partners. Moreover, most traditional cues for assessing trust in the physical world are not available through
those media. We may now be conducting business with people and organisations of which we know
nothing, and we are faced with the difficult task of making decisions involving risk in such situations. As
a result, the topic of trust in open computer networks is receiving considerable attention in the network
security community and e-commerce industry [1], [2], [3], [4], [5], [6], [7]. State of the art technology for
stimulating trust in e-commerce includes cryptographic security mechanisms for providing confidentiality
of communication and authentication of identities. However, merely having a cryptographically certified
identity or knowing that the communication channel is encrypted is not enough for making informed
decisions if no other knowledge about a remote transaction partner is available. Trust therefore also
applies to the truthfulness of specific claims made by parties who request services in a given business
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context as described in the WS-Trust specifications [5], and trust between business partners regarding
security assertions as described in the Liberty Alliance Framework [6], [7]. Trust also applies to the
honesty, reputation and reliability of service providers or transaction partners, in general or for a specific
purpose. In this context, the process of assessing trust becomes part of quality of service (QoS) evaluation,
decision making and risk analysis.
Being able to formally express and reason with these types of trust is needed not only to create

substitutes for the methods we use in the physical world, like for instance trust based on experiences
or trust in roles, but also for creating entirely new methods for determining trust that are better suited
for computer networks. This will facilitate the creation of communication infrastructures where trust can
thrive in order to ensure meaningful and mutually beneficial interactions between players.
The main contribution of this article is a notation for specifying trust networks consisting of multiple

paths between the relying party and the trusted party, and a practical method for analysing and deriving
measures of trust in such environments. Our method, which is called TNA-SL (Trust Network Analysis
with Subjective Logic), is based on analysing trust networks as directed series-parallel graphs that can be
represented as canonical expressions, combined with measuring and computing trust using subjective
logic. In order to provide a comparison with other methods, we briefly describe proposals for trust
network analysis that do not require canonical expressions, but instead use the principle of trust measure
normalisation. We finally provide a numerical example of how trust can be analysed and computed using
our method.

II. TRUST DIVERSITY
Trust facilitates interaction and acceptance of risk in situations of incomplete information. However,

trust is a complex concept that is difficult to stringently define. A wide variety of definitions of trust have
been put forward [8], many of which are dependent on the context in which interaction occurs, or on
the observer’s subjective point of view. For the purpose of this study the following working definition
inspired by McKnight & Chervany [8] will be used:
Trust is the extent to which one party is willing to depend on something or somebody in a given
situation with a feeling of relative security, even though negative consequences are possible.
This definition explicitly and implicitly includes the basic ingredients of trust which are dependence,

risk and uncertainty. The aspect of dependence is explicitly expressed whereas risk and uncertainty are
expressed through the possibility of negative consequences. This definition also illustrates that abstract
and inert material things can also be trusted, even though they do not have free will to behave honestly
or dishonestly in the way that humans do.
Thus, we may say that trust is related to belief in the honesty, reliability, competence, willingness, etc.

of the trusted entity, it being a person, organisation, or system. Trust can also be related to a particular
property of material or abstract objects such as a computer system or institutions. Despite this variation
in meanings, many researchers simply assume a specific definition when using the term trust, where for
example the common expression “trusted public key” actually refers to the authenticity of a cryptographic
key used in a public-key system.
The fact that different entities can have different kinds of trust in the same target entity indicates that

trust is subjective. It is also important to notice that trust is related to the scope of the relationship, e.g.
an employee of a company might be trusted to deal with financial transactions up to a specific amount,
but not to make public statements about the company. The term trust scope1 will be used throughout this
document to denote the specific type(s) of trust assumed in a given trust relationship.
In order to be more specific when talking about trust, classes of trust scopes have been defined, such

as Grandison & Sloman’s classification (2000) [9] illustrated in Fig.1. Each trust class is briefly described
1The terms “trust context” [9] and “trust purpose” [10] have been used in the literature with the same meaning.
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below2. A given trust scope can thus be interpreted as an operational instantiation of trust from any of
the classes. In other words, it defines the specific purpose and semantics of a given trust relationship. A
particular trust scope can for example be “to be a good car mechanic”, which can be grouped under the
provision trust class.

Provision Trust

Access Trust

Delegation Trust

Identity Trust

Context Trust

Trust scope

Fig. 1. Trust Classes according to Grandison & Sloman.

• Provision trust describes the relying party’s trust in a service or resource provider, and is relevant
when the relying party is a user seeking protection from malicious or unreliable service providers.
The Liberty Alliance Project3 uses the term “business trust” [7] to describes mutual trust between
companies emerging from contract agreements that regulate interactions between them, and this can
be interpreted as provision trust. For example, when a contract specifies quality requirements for the
delivery of services, then this business trust would be provision trust in our terminology.

• Access trust describes trust in principals for the purpose of accessing resources owned by or under
the responsibility of the relying party. This relates to the access control paradigm which is a central
element in computer security. A good overview of access trust systems can be found in Grandison
& Sloman (2000) [9].

• Delegation trust describes trust in an agent (the delegate) that acts and makes decision on behalf of
the relying party. Grandison & Sloman point out that acting on one’s behalf can be considered to a
special form of service provision.

• Identity trust4 describes the belief that an agent identity is as claimed. Trust systems that derive
identity trust are typically authentication schemes such as X.509 and PGP [11]. Identity trust systems
have been discussed mostly in the information security community, and a brief overview and analysis
can be found in Reiter & Stubblebine (1997) [12].

• Context trust5 describes the extent to which the relying party believes that the necessary systems
and institutions are in place in order to support the transaction, and to provide a safety net in case
something should go wrong. Factors for this type of trust can for example be critical infrastructures,
insurance, legal system, law enforcement and stability of society in general.
Conceptually, identity trust and provision trust can be seen as two layers on top of each other, where

identity trust can exist alone and provision trust must be based on identity trust. In the absence of identity
trust, it is only possible to have a baseline provision trust in an agent or a thing. The distinction between
agents and non-living or abstract things can be blurred, for example in the case of automated systems.
On one hand these systems can be classified as things because they behave deterministically and do not
have free will of their own. On the other hand, they can be seen as extensions of their human masters
who do exhibit free will.
In order to form meaningful trust networks, trust relationships must be expressed with three basic

diversity attributes [13], where the first represents the trustor or trust source denoted by “S”, the second
2Grandison & Sloman use the terms service provision trust, resource access trust, delegation trust, certification trust, and infrastructure

trust.
3http://www.projectliberty.org/
4Called “authentication trust” in Liberty Alliance (2003) [7]
5Called “system trust” in McKnight & Chervany (1996) [8]
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represents the trustee or the trust target denoted by “T”, and the third represents the trust scope denoted
by “σ”. This is illustrated in Fig.2.

σ 1
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Fig. 2. Basic trust diversity

In addition to the three basic trust attributes, a measure can be associated with each trust relationship.
The trust measure could for example be binary (trusted, not trusted), discrete (e.g. strong trust, weak
trust, strong distrust, weak distrust, etc.) or continuous in some form, e.g. probability, percentage or belief
functions.
In addition, a fifth important element to a trust relationship is its time component. Quite obviously the

trustor’s level of trust in the trustee at one point in time might be quite different from the level of trust
after several transactions between these two entities have taken place. This means, that we can model time
as a set of discrete events taking place between the involved parties. However, even if no transactions take
place, a trust relationship will gradually change with time passing. Therefore, in addition to the discrete
changes that are made when events have occurred, we must also take into account continuous changes to
trust relationships, as pointed out by Kinateder et al. in [14].

III. TRUST TRANSITIVITY
Trust transitivity means, for example, that if Alice trusts Bob who trusts Eric, then Alice will also trust

Eric. This assumes that Bob actually tells Alice that he trusts Eric, which is called a recommendation.
This is illustrated in Fig.3, where the indexes indicate the order in which the trust relationships and
recommendations are formed.
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Fig. 3. Transitive trust principle

It can be shown that trust is not always transitive in real life [15]. For example the fact that Alice trusts
Bob to look after her child, and Bob trusts Eric to fix his car, does not imply that Alice trusts Eric for
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looking after her child, or for fixing her car. However, under certain semantic constraints [16], trust can
be transitive, and a trust system can be used to derive trust. In the last example, trust transitivity collapses
because the scopes of Alice’s and Bob’s trust are different.
Based on the situation of Fig.3, let us assume that Alice needs to have her car serviced, so she asks

Bob for his advice about where to find a good car mechanic in town. Bob is thus trusted by Alice to
know about a good car mechanic and to tell his honest opinion about that. Bob in turn trusts Eric to be
a good car mechanic.
It is important to separate between trust in the ability to recommend a good car mechanic which

represents referral trust, and trust in actually being a good car mechanic which represents functional
trust. The scope of the trust is nevertheless the same, namely to be a good car mechanic. Assuming
that, on several occasions, Bob has proven to Alice that he is knowledgeable in matters relating to car
maintenance, Alice’s referral trust in Bob for the purpose of recommending a good car mechanic can be
considered to be direct. Assuming that Eric on several occasions has proven to Bob that he is a good
mechanic, Bob’s functional trust in Eric can also be considered to be direct. Thanks to Bob’s advice,
Alice also trusts Eric to actually be a good mechanic. However, this functional trust must be considered
to be indirect, because Alice has not directly observed or experienced Eric’s skills in car mechanics.
Let us slightly extend the example, wherein Bob does not actually know any car mechanics himself,

but he knows Claire, whom he believes knows a good car mechanic. As it happens, Claire is happy to
recommend the car mechanic named Eric. As a result of transitivity, Alice is able to derive trust in Eric,
as illustrated in Fig.4.

dr-trust dr-trust df-trust

rec! rec.

derived if-trust

Alice Bob Claire Eric

" " "

##

$

Fig. 4. Trust derived through transitivity

Defining the exact scope of Alice’s trust in Bob is more complicated in the extended example. It is
most obvious to say that Alice trusts Bob to recommend somebody (who can recommend somebody etc.)
who can recommend a good car mechanic. The problem with this type of formulation is that the length
of the trust scope expression becomes proportional with the length of the transitive path, so that the trust
scope expression rapidly becomes impenetrable. It can be observed that this type of trust scope has a
recursive structure that can be exploited to define a more compact expression for the trust scope. As
already mentioned, trust in the ability to recommend represents referral trust, and is precisely what allows
trust to become transitive. At the same time, referral trust always assumes the existence of a functional
trust scope at the end of the transitive path, which in this example is about being a good car mechanic.
The “referral” variant of a trust scope can be considered to be recursive, so that any transitive trust

chain, with arbitrary length, can be expressed using only one trust scope with two variants. This principle
is captured by the following criterion.

Definition 1 (Functional Trust Derivation Criterion): Derivation of functional trust through referral trust,
requires that the last trust arc represents functional trust, and all previous trust arcs represents referral
trust.

In practical situations, a trust scope can be characterised by being general or specific. For example,
knowing how to change wheels on a car is more specific than to be a good car mechanic, where the
former scope is a subset of the latter. Whenever the functional trust scope is equal to, or a subset of
the referral trust scopes, it is possible to form transitive paths. This can be expressed with the following
consistency criterion.
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Definition 2 (Trust Scope Consistency Criterion): A valid transitive trust path requires that the trust
scope of the functional/last arc in the path be a subset of all previous arcs in the path.

Trivially, every arc can have the same trust scope. Transitive trust propagation is thus possible with
two variants (i.e. functional and referral) of a single trust scope.
A transitive trust path stops with the first functional trust arc encountered when there are no remaining

outgoing referral trust arcs. It is, of course, possible for a principal to have both functional and referral
trust in another principal, but that should be expressed as two separate trust arcs. The existence of both
a functional and a referral trust arc, e.g. from Claire to Eric, should be interpreted as Claire having trust
in Eric not only to be a good car mechanic, but also to recommend other car mechanics.
The examples above assume some sort of absolute trust between the agents in the transitive chain.

In reality trust is never absolute, and many researchers have proposed to express trust as discrete verbal
statements, as probabilities or other continuous measures. One observation which can be made from a
human perspective is that trust is weakened or diluted through transitivity. Revisiting the above example,
we note that Alice’s trust in the car mechanic Eric through the recommenders Bob and Claire can be at
most as strong as Claire’s trust in Eric. This is illustrated in Fig.4.
By assuming Alice’s trust in Bob and Bob’s trust in Claire to be positive but not absolute, Alice’s

derived trust in Eric is intuitively weaker than Claire’s trust in Eric.
Claire obviously recommends to Bob her opinion about Eric as a car mechanic, but Bob’s recommen-

dation to Alice is ambiguous. It can either be that Bob passes Claire’s recommendation unaltered on to
Alice, or that Bob derives indirect trust in Eric which he recommends to Alice. The latter way of passing
recommendations can create problems, and it is better when Alice receives Claire’s recommendation
unaltered. This will be discussed in more detail in Sec. VII.
It could be argued that negative trust in a transitive chain can have the paradoxical effect of strengthening

the derived trust. Take for example the case where Bob distrusts Claire and Claire distrusts Eric, whereas
Alice trusts Bob. In this situation, Alice might actually derive positive trust in Eric, since she relies on
Bob’s advice and Bob says: “Claire is a cheater, do not rely on her”. So the fact that Claire distrusts Eric
might count as a pro-Eric argument from Alice’s perspective. The question boils down to “is the enemy
of my enemy my friend?”. However this question relates to how multiple levels of distrust should be
interpreted, which is outside the scope of this study.

IV. PARALLEL TRUST COMBINATION
It is common to collect advice from several sources in order to be better informed when making

decisions. This can be modelled as parallel trust combination illustrated in Fig.5.
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Fig. 5. Trust derived by parallel combination of trust paths

Let us assume again that Alice needs to get her car serviced, and that she asks Bob to recommend a
good car mechanic. When Bob replies that Claire, a good friend of his, recommended Eric to him, Alice
would like to get a second opinion, so she asks David whether he has heard about Eric. David also knows



7

and trusts Claire, and has heard from her that Eric is a good car mechanic. Alice who does not know Claire
personally, is unable to obtain a first hand recommendation about the car mechanic Eric, i.e. she does
not directly know anybody with functional trust in Eric. Intuitively, if both Bob and David recommend
Claire as a good advisor regarding car mechanics, Alice’s trust in Claire’s advice will be stronger than
if she had only asked Bob. Parallel combination of positive trust thus has the effect of strengthening the
derived trust.
In the case where Alice receives conflicting recommended trust, e.g., trust and distrust at the same time,

she needs some method for combining these conflicting recommendations in order to derive her trust in
Eric. Our method, which is described in Sec.X, is based on subjective logic which easily can handle such
cases.

V. STRUCTURED NOTATION
Transitive trust networks can involve many principals, and in the examples below, capital letters

A, B, C, D, E and F will be used to denote principals instead of names such as Alice and Bob.
We will use basic constructs of directed graphs to represent transitive trust networks. We will add some

notation elements which allow us to express trust networks in a structured way.
A single trust relationship can be expressed as a directed arc between two nodes that represent the trust

source and the trust target of that arc. For example the arc [A, B] means that A trusts B.
The symbol “:” will be used to denote the transitive connection of two consecutive trust arcs to form

a transitive trust path. The trust relationships of Fig.4 can be expressed as:
([A, E]) = ([A, B] : [B, C] : [C, E]) (1)

where the trust scope is implicit. Let the trust scope e.g. be defined as σ: “trusts X to be a good car
mechanic”. Let the functional variant be denoted by fσ and the referral variant by rσ. A distinction can
be made between initial direct trust and derived indirect trust. Whenever relevant, the trust scope can be
prefixed with “d” to indicate direct trust (dσ), and with “i” to indicate indirect trust (iσ). This can be
combined with referral and functional trust, so that for example indirect functional trust can be denoted as
ifσ. A reference to the trust scope can then be explicitly included in the trust arc notation as e.g. denoted
by [A, B, drσ]. The trust network of Fig.4 can then be explicitly expressed as:

([A, E, ifσ]) = ([A, B, drσ] : [B, C, drσ] : [C, E, dfσ]) (2)
Let us now turn to the combination of parallel trust paths, as illustrated in Fig.5. We will use the

symbol “!” to denote the graph connector for this purpose. The “!” symbol visually resembles a simple
graph of two parallel paths between a pair of agents, so that it is natural to use it in this context. Alice’s
combination of the two parallel trust paths from her to Eric in Fig.5 can then be expressed as:

([A, E, ifσ]) = ((([A, B, drσ] : [B, C, drσ]) ! ([A, D, drσ] : [D, C, drσ])) : [C, E, dfσ]) (3)
In short notation, the same trust graph can be expressed as:

([A, E]) = ((([A, B] : [B, C]) ! ([A, D] : [D, C])) : [C, E]) (4)
It can be noted that Fig.5 contains two paths. The graph consisting of the two separately expressed

paths would be:
([A, E]) = ([A, B] : [B, C] : [C, E]) ! ([A, D] : [D, C] : [C, E]) (5)
A problem with Eq.(5) is that the arc [C, E] appears twice. Although Eq.(4) and Eq.(5) consists of the

same two paths, their combined structures are different. Some computational models would be indifferent
to Eq.(4) and Eq.(5), whereas others would produce different results depending on which expression is
being used. When implementing the serial ”:” as binary logic ”AND”, and the parallel ”!” as binary logic
”OR”, the results would be equal. However, when implementing “:” and “!” as probabilistic multiplication
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and comultiplication respectively, the results would be different. It would also be different in the case of
applying subjective logic operators for transitivity and parallel combination which will be described in
Sec.X below. In general, it is therefore desirable to express graphs in a form where an arc only appears
once. This will be called a canonical expression.

Definition 3 (Canonical Expression): An expression of a trust graph in structured notation where every
arc only appears once is called canonical.

With this structured notation, arbitrarily large trust networks can be explicitly expressed in terms of
source, target, and scope, as well as other attributes such as measure and time.
A general directed trust graph is based on directed trust arcs between pairs of nodes. With no restrictions

on the possible trust arcs, trust paths from a given source X to a given target Y can contain loops and
dependencies, which could result in inconsistent calculative results. Dependencies in the trust graph must
therefore be controlled when applying calculative methods to derive measures of trust between two parties.
Normalisation and simplification are two different approaches to dependency control. Our model is based
on graph simplification, but for comparison we will briefly examine trust measure normalisation in the next
section. Section VII describes our method for Simplifying graphs by removing loops and dependencies
from the graph between the source and the target parties, resulting in a directed series-parallel graph
which eliminates the need for normalisation.

VI. NORMALISATION OF TRUST MEASURES
The basic principle behind normalisation is to retain the whole trust graph with its loops and depen-

dencies, and normalise the computed trust measures in order to maintain consistency. The PageRank and
EigenTrust algorithms, briefly described below, are two examples of how this can be done. Other proposed
models including [17], [18], [19] also allow looped and/or dependent transitive trust paths.

A. The PageRank Algorithm
The early web search engines such as Altavista simply presented every web page that matched the key

words entered by the user, which often resulted in too many and irrelevant pages being listed in the search
results. Altavista’s proposal for handling this problem was to offer advanced ways to combine keywords
based on binary logic. This was too complex for users, and therefore did not provide a good solution.
PageRank proposed by Page et al. (1998) [20] represents a way of ranking the best search results based

on a page’s reputation. Roughly speaking, PageRank ranks a page according to how many other pages
are pointing at it. This can be described as a reputation system, because the collection of hyperlinks to a
given page can be seen as public information that can be combined to derive a reputation score. A single
hyperlink to a given web page can be seen as a positive rating of that web page. Google’s search engine6
is based on the PageRank algorithm, and the rapidly rising popularity of Google at the cost of Altavista
was obviously caused by the superior search results that the PageRank algorithm delivered. The definition
of PageRank from Page et al. (1998) [20] is given below:

Definition 4 (PageRank): Let P be a set of hyperlinked web pages and let u and v denote web pages
in P . Let N−(u) denote the set of web pages pointing to u and let N+(v) denote the set of web pages
that v points to. Let E be some vector over P corresponding to a source of rank. Then, the PageRank of
a web page u is:

R(u) = cE(u) + c
∑

v∈N−(u)

R(v)

|N+(v)|
, where c is chosen such that

∑

u∈P

R(u) = 1. (6)

6http://www.google.com/
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In [20] it is recommended that E be chosen such that
∑

u∈P E(u) = 0.15. The first term cE(u) in
Eq.(6) gives rank value based on initial rank. The second term c

∑

v∈N−(u)
R(v)

|N+(v)| gives rank value as a
function of hyperlinks pointing at u.
According to Def.4 R ∈ [0, 1], but the PageRank values that Google provides to the public are scaled

to the range [0,10] in increments of 0.25. We will denote the public PageRank of a page u as PR(u). This
public PageRank measure can be viewed for any web page using Google’s toolbar which is a plug-in to
the MS Internet Explorer. Although Google do not specify exactly how the public PageRank is computed,
it is widely conjectured that it measured on a logarithmic scale with base close to 10. An approximate
expression for computing the public PageRank could for example be:
PR(u) = l + log10R(u) (7)
where l is a constant that defines the cut-off value for pages to be have a PageRank so that only pages

with R(u) > 10−l will be included. A typical value is l = 11.
It is not publicly known how the source rank vector E is defined, but it would be natural to distribute

it over the root web pages of all domains weighted by the cost of buying each domain name. Assuming
that the only way to improve a page’s PageRank is to buy domain names, Clausen (2004) [21] shows that
there is a lower bound to the cost of obtaining an arbitrarily good PR.
Without specifying many details, Google state that the PageRank algorithm they are using also takes

other elements into account, with the purpose of making it difficult or expensive to deliberately influence
PageRank.
In order to provide a semantic interpretation of a PageRank value, a hyperlink can be seen as a positive

rating of the page it points to. Negative ratings do not exist in PageRank so that it is impossible to blacklist
web pages with the PageRank algorithm of Eq.(6) alone. Before Google with it’s PageRank algorithm
entered the search engine arena, some webmasters would promote web sites in a spam-like fashion by
filling web pages with large amounts of commonly used search key words as invisible text or as metadata
in order for the page to have a high probability of being picked up by a search engine no matter what the
user searched for. Although this still can occur, PageRank seems to have reduced that problem because a
high PR is also needed in addition to matching key words in order for a page to be presented to the user.
PageRank applies the principle of trust transitivity to the extreme because rank values can flow through

looped and arbitrarily long hyperlink chains.

B. The EigenTrust Algorithm
Peer-to-Peer (P2P) networks represent an environment well suited for distributed reputation manage-

ment. In P2P networks, every node plays the role of both client and server, and is therefore sometimes
called a servent. This allows the users to overcome their passive role typical of web navigation, and
to engage in an active role by providing their own resources. There are two phases in the use of P2P
networks. The first is a search phase, also called service discovery, which locates servents offering the
enquired service. The second phase is the actual service usage, for instance the download of a certain
information item.
In some P2P networks, the service discovery relies on information stored in centralised service repos-

itories. One such example is Napster7 with its resource directory server. In pure P2P networks however,
like Gnutella8 and Freenet9, also the service discovery phase is completely distributed without single
centralised components. There are also hybrid architectures, e.g. the FastTrack architecture which is used
in P2P networks like KaZaA10, grokster11 and iMesh12. In FastTrack based P2P networks, there are nodes
7http://www.napster.com/
8http://www.gnutella.com
9http://www.zeropaid.com/freenet
10http://www.kazaa.com
11http://www.grokster.com/
12http://imesh.com
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and supernodes. The latter keep track of other nodes and supernodes that are logged onto the network at
any one time, and thus act as directory servers during the search phase. The download phase normally
consists of requesting the service from one of the nodes that was discovered during the search phase.
P2P networks introduce a range of security threats, as they can be used to spread malicious software,

such as viruses and Trojan horses, and easily bypass firewalls. There is also evidence that P2P networks
suffer from free riding [22]. Reputation systems are well suited to mitigate against these problems, e.g. by
exchanging and sharing information about rogue, unreliable or selfish participants. P2P networks can be
controversial in some applications because they have been used to distribute copyrighted material such as
MP3 music files, and it has been claimed that content poisoning13 has been used by the music industry to
sabotage this practice. We do not defend using P2P networks for illegal file sharing, but it is obvious that
reputation systems could be used by distributors of illegal copyrighted material to protect P2P networks
from poisoning.
Many authors have proposed reputation systems for P2P networks [17], [23], [24], [25], [26], [27],

[28]. The purpose of a reputation system in P2P networks is:
1) To determine which servents are most reliable at offering the best quality resources, and
2) To determine which servents provide the most reliable information with regard to (1).
In a distributed environment, each participant is responsible for collecting and combining ratings from

other participants. Because of the distributed environment, it is often impossible or too costly to obtain
ratings resulting from all interactions with a given agent. Instead the reputation score is based on a subset
of ratings, usually from the relying party’s “neighbourhood”.
The EigenTrust algorithm proposed by Kamvar et al. (2003) [17] is aimed at deriving global reputation

scores in P2P communities with the purpose of assisting members in choosing the most reputable peers.
EigenTrust assumes that each peer i observes whether its interactions with a peer j have been positive

or negative. The satisfaction score sij for peer j as seen by peer i is based on the number of satisfactory
interactions sat(i, j) and the number of unsatisfactory interactions sat(i, j), and is expressed as:

sij = sat(i, j) − unsat(i, j) (8)
The normalised local trust score cij of peer j as seen by peer i is computed as:

cij =
max(sij, 0)

∑

l∈L

max(si,l, 0)
(9)

where L is the local set of peers with which peer i has had direct experiences. This step effectively
normalises the local trust values to the range [0,1] and thereby removes any negative trust values. A local
peer with a large negative satisfaction score would thus have the same normalised local trust score as a
local peer with satisfaction score 0.
In EigenTrust, trust scores of peers one hop outside peer i’s local group, denoted by tik, can be computed

from two connected trust arcs with the following formula:

tik =
∑

j∈L

cijcjk (10)

This step effectively collapses functional trust and referral trust into a single trust type, and uses multi-
plication of normalised trust scores as the transitivity operator. While this allows for simple computation,
it creates a potential vulnerability. A malicious peer can for example behave well during transactions in
order to get high normalised trust scores as seen by his local peers, but can report its own local trust
scores with false values (i.e. too high or too low). By combining good behaviour with reporting false
local trust scores, a malicious agent can thus cause significant disturbance in global trust scores.
The computation of global trust scores takes place as follows. In the EigenTrust model, C = [cij ]

represents the matrix of all normalised local trust values in the community, "ci represents the vector of
13Poisoning music file sharing networks consists of distributing files with legitimate titles - and put inside them silence or random noise.
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peer i’s local trust values, and "ti represents the vector containing the trust values tik, where peer i and
peer k are separated by n intermediate nodes (loops included). Then "ti can expressed as:

"ti = Cn"ci (11)
When n is large, the vector "ti will converge to the same vector for every peer i, which is the left

principal eigenvector of C. The vector "ti is a global trust vector in the EigenTrust model, and quantifies
the community’s trust in peer k. To provide an interpretation of the trust measure computed by EigenTrust,
it is useful to note a few properties.

• Trust measures are in the range [0,1].
• The sum of trust measures over the members of the community is not constant (as opposed to
PageRank).

• Negative trust can not be expressed, only zero trust. This means that newcomers will have the same
reputation as a longstanding member with the worst possible track record.

• Negative trust can not be propagated. This means that when a peer has had many negative experiences
with another peer, it is as of no interaction has taken place.

VII. NETWORK SIMPLIFICATION
Trust network analysis based on network simplification very different from methods based on normal-

isation. Simplification of a trust network consists of only including certain arcs in order to allow the
trust network between the source trustor and the target trustee to be formally expressed as a canonical
expression. Graphs that represent this type of networks are known as directed series-parallel graphs
(DSPG) [29]. A DSPG can be constructed by sequences of serial and parallel compositions that are
defined as follows [29]:

Definition 5 (Directed Series and Parallel Composition):
• A directed series composition consists of replacing an arc [A, C] with two arcs [A, B] and [B, C]
where B is a new node.

• A directed parallel composition consists of replacing an arc [A, C] with two arcs [A, C]1 and [A, C]2.

The principle of directed series and parallel composition is illustrated in Fig.6.

A C A C

a) Directed series composition

A B A CC

b) Directed parallel composition
Fig. 6. The principles of directed series and parallel composition.

The calculative analysis of a DSPG trust network does not require normalisation, because a DSPG does
not have loops and internal dependencies. We will first describe an algorithm for determining all possible
paths from a given source to a given target, and secondly discuss how to select a subset of those paths
for creating a DSPG. Finally, we will explain why it is necessary to pass a trust recommendation as first
hand direct trust from the recommender to the relying party, and not as indirect derived trust.
A different approach to constructing efficient networks, which can be called discovery of small worlds,

from a potentially large and complex network, has been described in [30].
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A. Finding Paths
Without normalisation, a graph must be simplified in order to remove loops and dependencies. The first

step is to determine the possible paths. The pseudo-code in Fig.7 represents an algorithm for finding all
directed paths between a given pair of source and target peers, where each individual path is loop free.

Pseudo-Constructor for a trust arc between two parties:

Arc(Node source, Node target, Scope scope, Variant variant){
this.source = source;
this.target = target;
this.scope = scope;
this.variant = variant;

}

Pseudo-code for a depth-first path finding algorithm:
After completion, ‘paths’ contains all possible paths between source and target.
void FindPaths(Node source, Node target, Scope scope) {
SELECT arcs FROM graph WHERE (
(arcs.source == source) AND
(arcs.scope == scope))

FOR EACH arc IN arcs DO {
IF (

(arc.target == target) AND
(arc.variant == ‘functional’) AND
(Confidence(path + arc) > Threshold)) {

paths.add(path + arc);
}
ELSE IF (

(arc.target != target) AND
(arc.variant == ‘referral’) AND
(arc NOT IN path) AND
(Confidence(path + arc) > Threshold)) {

path.add(arc);
FindPaths(arc.target, target, scope);
path.remove(arc);

}
}

}

Pseudo-code for method call:
The global variables ‘path’ and ‘paths’ are initialized.
Vector path = NEW Vector OF TYPE arc;
Vector paths = NEW Vector OF TYPE path;
FindPaths(StartSource, FinalTarget, scope);

Fig. 7. Path finding algorithm

Transitive trust graphs can be stored and represented on a computer in the form of a list of directed
trust arcs with additional attributes. Based on the list of arcs, an automated parser can establish valid
DSPGs between two parties depending on the need. The initial direct trust arcs of Fig.8 can for example
be listed as in Table I.
A parser based on the algorithm of Fig.7 going through Table I will be able to determine the directed

graph of Fig.8 between A and E. The principal A can be called a relying party because she relies on the
recommendations from B, D and C to derive her trust in E.
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TABLE I
INITIAL DIRECT TRUST RELATIONSHIPS OF FIG.13

Source Target Scope Variant
A B σ referral
A D σ referral
B C σ referral
B D σ referral
D C σ referral
C E σ functional

B. Discovering the Optimal Directed Series-Parallel Graph
Ideally, all the possible paths discovered by the algorithm of Fig.7 should be taken into account when

deriving the trust value. A general directed graph will often contain loops and dependencies. This can be
avoided by excluding certain paths, but this can also cause information loss. Specific selection criteria are
needed in order to find the optimal subset of paths to include. With n possible paths, there are 2n − 1
different combinations for constructing graphs, of which not all necessarily are DSPGs. Of the graphs
that are DSPGs, only one will be selected for deriving the trust measure.
Fig.8 illustrates an example of a non-DSPG with dependent paths, where it is assumed that A is the

source and E is the target. While there can be a large number of possible distinct paths, it is possible to
use heuristic rules to discard paths, e.g. when their confidence drop below a certain threshold.
In the pseudocode of Fig.7, the line “(Confidence(path + arc) > Threshold)” represents such a heuristic

rule for simplifying the graph analysis. By removing paths with low confidence, the number of paths to
consider is reduced while the information loss can be kept to an insignificant level.

A

B

C E

D

Fig. 8. Dependent paths

In the graph of Fig.8 there are 3 possible paths between A and E:
φ1 = ([A, B] : [B, C] : [C, E])
φ2 = ([A, D] : [D, C] : [C, E])
φ3 = ([A, B] : [B, D] : [D, C] : [C, E])

This leads to the following 7 potential combinations/graphs.
γ1 = φ1 γ4 = φ1 ! φ2 γ7 = φ1 ! φ2 ! φ3

γ2 = φ2 γ5 = φ1 ! φ3

γ3 = φ3 γ6 = φ2 ! φ3

(12)

The expression γ7 contains all possible paths between A and E. The problem with γ7 is that it can
not be represented in the form of a canonical expression, i.e. where an arc can only appear once. In this
example, one path must must be removed from the graph in order to have a canonical expression. The
expressions γ4, γ5 and γ6 can be canonicalised, and the expressions γ1, γ2 and γ3 are already canonical,
which means that all the expressions except γ7 can be used as a basis for constructing a DSPG and for
deriving A’s trust in E.
The optimal DSPG is the one that results in the highest confidence level of the derived trust value. This

principle focuses on maximising certainty in the trust value, and not e.g. on deriving the strongest positive
or negative trust value. The interpretation of confidence can of course have different meanings depending
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on the computational model. There is a trade-off between the time it takes to find the optimal DSPG, and
how close to the optimal DSPG a simplified graph can can be. Below we describe an exhaustive method
that is guaranteed to find the optimal DSPG, and a heuristic method that will find a DSPG close to, or
equal to the optimal DSPG.

• Exhaustive Discovery of Optimal Trust Graphs
The exhaustive method of finding the optimal DSPG consists of determining all possible DSPGs, then
deriving the trust value for each one of them, and finally selecting the DSPG and the corresponding
canonical expression that produces the trust value with the highest confidence level. The computational
complexity of this method is Comp = lm(2n − 1), where n is the number of possible paths, m is
the average number of paths in the DSPGs, and l is the average number of arcs in the paths.

• Heuristic Discovery of Near-Optimal Trust Graphs
The heuristic method of finding a near-optimal DSPG consists of constructing the graph by including
new paths one by one in decreasing order of confidence. Each new path that would turn the graph
into a non-DSPG and break canonicity is excluded. This method only requires the computation of the
trust value for a single DSPG and canonical expression, with computational complexity Comp = lm,
where m is average number of paths in the DSPGs, and l is the average number of arcs in the paths.
The heuristic method will produce a DSPG with overall confidence level equal or close to that of the

optimal DSPG. The reason why this method is not guaranteed to produce the optimal DSPG, is that it
could exclude two or more paths with relatively low confidence levels because of conflict with a single
path with high confidence level previously included, whereas the low confidence paths together could
provide higher confidence than the previous high confidence path alone. In such cases it would have
been optimal to exclude the single high confidence path, and instead include the low confidence paths.
However, only the exhaustive method described above is guaranteed to find the optimal DSPG in such
cases.
Figures 9, 10 and 11 illustrate how new paths can be included in a way that preserves graph canonicity.

In the figures, the nesting level of nodes and arcs is indicated as an integer. A bifurcation is when a node
has two or more incoming or outgoing arcs, and is indicated by brackets in the shaded node boxes. The
opening bracket “(” increments the nesting level by 1, and the closing bracket “)” decrements the nesting
level by 1. A sub-path is a section of a path without bifurcations. The equal sign “=” means that the node
is part of a sub-path, in which case the nesting level of the arc on the side of the = sign is equal to the
nesting level of the node. Each time a new path is added to the old graph, some sub-path sections may
already exist in the old graph which does not require any additions, whereas other sub-path sections that
do not already exist, must be added by bifurcations to the old graph. The following criteria are needed
for preserving a DSPG when adding new sub-paths. The source and target nodes refer to the source and
target nodes of the new sub-path that is to be added to the old graph by bifurcation.

Definition 6 (Criteria for Preserving a DSPG when Adding New Sub-Paths):
1) The target node must be reachable from the source node in the old graph.
2) The source and the target nodes must have equal nesting levels in the old graph.
3) The nesting level of the source and target nodes must be equal to, or less than the nesting level of
all intermediate nodes in the old graph.

These principles are illustrated with examples below. Requirement 1) is illustrated in Fig.9. The new
arc [B, D] is not allowed because D is not reachable from B in the old graph, whereas the new arc [A, C]
is allowed because C is reachable from A.
The new allowed arc can be included under the same nesting level as the sub-paths ([A, B] : [B : C])

and ([A, D] : [D : C]) in this example. The old and new graph of Fig.9 are expressed below. Note that the
brackets around sub-paths, e.g. ([A, B] : [B, C]), are not reflected in Fig.9 because they do not represent



15

Legend:
Existing trust arc

New trust arc

Allowed
Not allowed= 2 =

) 1 = = 1 )
A

B

D

C E
( 1 (

= 2 =

1

2

2

2

2

Fig. 9. Visualising the requirement that the target node must be reachable from the source node.

nesting, but simply grouping of arcs belonging to the same sub-path.
Old graph: ((([A, B] : [B, C]) ! ([A, D] : [D, C])) : [C, E])

New graph: ((([A, B] : [B, C]) ! ([A, D] : [D, C]) ! [A, C]) : [C, E])
(13)

Requirement 2) is illustrated in Fig.10. The new arc [B, D] is not allowed because B and D have
different nesting levels, whereas the new arc [A, D] is allowed because A and D have equal nesting
levels. Node A does in fact have nesting levels 1 and 2 simultaneously because two separate bifurcations
with different nesting levels start from A.

Legend:
Existing trust arc

New trust arc

Allowed
Not allowed( 1 ( 2 ( = 3 = ) 2 = = 2 = ) 1 )

A B C D E
2 2

2

3

33

Fig. 10. Visualising the requirement that the source and target nodes must have equal nesting levels.

Adding the new allowed arc results in an additional nesting level being created, which also causes the
nesting levels of the sub-paths [A, B] : [B, C] and [A, C] to increment. The old and new graph of Fig.10
can then be expressed as:

Old graph: (((([A, B] : [B, C]) ! [A, C]) : [C, D] : [D, E]) ! [A, E])

New graph: ((((([A, B] : [B, C]) ! [A, C]) : [C, D]) ! [D, E]) ! [A, E])
(14)

Requirement 3) is illustrated in Fig.11. The new arc [B, D] is not allowed because the node C has a
nesting level that is less that the nesting level of B and D, whereas the new arc [A, E] is allowed because
the nesting level of C is equal to that of A and E.

Legend:
Existing trust arc

New trust arc

Allowed
Not allowed( 1 (

= 2 =

) 1 (

= 2 =

) 1 )
A

B

C

D

E
2

2 2 2
2

2

Fig. 11. Visualising the requirement that intermediate nodes can not have a nesting level less than the source and target nodes

Adding the new allowed arc results in an additional nesting level being created, which also causes
the nesting levels of the existing sub-paths to increment. The old and new graph of Fig.11 can then be
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expressed as:
Old graph: ((([A, B] : [B, C]) ! [A, C]) : (([C, D] : [D, E]) ! [C, E]))

New graph: (((([A, B] : [B, C]) ! [A, C]) : (([C, D] : [D, E]) ! [C, E])) ! [A, E])
(15)

C. First Hand Trust
Even if relying parties are aware of the need to base computations on canonical expressions, it is

possible that the received recommendations prevent them from following that principle. Fig.12 shows an
example of how a certain type of recommendation can lead to non-canonical hidden trust expressions.

!

!

"

"

incorrect #$%&#
'

(

(A

B

D

C E

trust
recommendation

)

) )

)

)

[D,E ]

[B,E ]

[C,E ]

[C,E ]

Fig. 12. Incorrect recommendation

Here the trust and recommendation arrows are indexed according to the order in which they are formed.
In the scenario of Fig.12, C passes her recommendation about E to B and D (index 2), so that B and
D are able to derive indirect trust in E (index 3). Now B and D pass their derived indirect trust in E to
A (index 4), so that she can derive indirect trust in E (index 5). The problem with this scenario is that
A is ignorant about C so that A in fact analyses a hidden graph with a non-canonical expression that is
different from expression of the perceived graph:

Perceived graph: Hidden graph:
(([A, B] : [B, E]) ! ([A, D] : [D, E])) $= (([A, B] : [B, C] : [C, E]) ! ([A, D] : [D, C] : [C, E]))

(16)

The reason for this is that when B and D recommend [B, E] and [D, E], they implicitly recommend
([B, C] : [C, E]) and ([D, C] : [C, E]), but A is not aware of this [31]. It can easily be seen that neither
the perceived nor the hidden graph is equal to the real graph, which shows that this way of passing
recommendations can lead to incorrect analysis.
We argue that B and D should pass the recommendations explicitly as ([B, C] : [C, E]) and ([D, C] :

[C, E]) respectively so that the relying party A knows their origin. The recommenders B and D are
normally are able to do this, but then A also needs to be convinced that B and D have not altered the
recommendation from C. If B andD are unreliable, they might for example try to change the recommended
trust measures from C. Not only that, any party that is able to intercept the recommendations from B, D,
or C to A might want to alter the trust values or any other parameters, and A therefore needs to receive
evidence of the authenticity and integrity of the recommendations. Cryptographic security mechanisms
can typically be used to solve this problem, and this will be discussed in more detail in Sec.VIII. An
example of a correct way of passing recommendations is indicated in Fig.13
In the scenario of Fig.13, A receives all the recommendations directly, resulting in a perceived graph

that is equal to the real graph, that can be expressed as:
([A, E]) = ((([A, B] : [B, C]) ! ([A, D] : [D, C])) : [C, E]) (17)
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Fig. 13. Correct recommendations

The lesson to be learned from the scenarios in Fig.12 and Fig.13 is that there is a crucial difference
between recommending trust in a principal, resulting from your own experience with that principal, and
recommending trust in a principal which has been derived as a result of recommendations from others.
As already mentioned, the term direct trust represents the former, and indirect trust the latter. Fig.12
illustrated how problems can occur when indirect trust is recommended, so the rule is to only recommend
direct trust [31]. For example, A’s derived indirect trust in E in Fig.13 should not be recommended to
others.

VIII. INTEGRITY AND AUTHENTICITY OF RECOMMENDATIONS
Cryptography can be used to provide authenticity and integrity of trust recommendations. This in turn

requires that every participant holds a trusted (i.e. authentic) key. The process of generating, distributing
and using cryptographic keys is called key management, and this still is a major and largely unsolved
problem on the Internet today.
Public-key infrastructures (PKI) can simplify key management and distribution, but have very strict

trust requirements. A PKI refers to an infrastructure for distributing public keys where the authenticity
of public keys is certified by Certification Authorities (CA). A certificate basically consists of the CA’s
digital signature on the concatenation of the public key and the owner identifier, thereby linking the key
and the owner identifier together in an unambiguous way. In order to verify a certificate, the CA’s public
key is needed, thereby creating an identical authentication problem. The CA’s public key can be certified
by another CA etc., but in the end one must receive the public key of some CA out-of-band in a secure
way. Although out-of-band channels can be expensive to set up and operate, they are absolutely essential
in order to obtain a complete chain of trust from the relying party to the target public key.
However, there are potential trust problems in this design. What happens if a CA issues a certificate

but does not properly check the identity of the owner, or worse, what happens if a CA deliberately issues
a certificate to someone with a false owner identity? Furthermore, what happens if a private key with a
corresponding public-key certificate is leaked to the public domain by accident, or worse, by intent? Such
events could lead to systems and users making totally wrong assumptions about digital identities. Clearly
CAs must be trusted to be honest and to do their job properly, and users must be trusted to protect their
private keys.
When including security in the description of our scheme, it must be assumed that every principal has

a public/private key pair that can be used for authentication and encryption. We can either assume that the
public keys are absolutely trusted (i.e. that the relying party is absolutely certain about their authenticity)
or that they too can have various levels of trustworthiness. The easiest, of course, is to assume absolute
trust, because then the authenticity and integrity of the trust recommendations can be assumed, and trust
networks can be analysed as described in the previous sections.
If on the other hand trust in cryptographic keys can have varying measures, then the trust in every

cryptographic key must be determined before the primary trust network of interest can be analysed. Trust
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in public keys can be derived from trust in the various components of a PKI. A method for analysing
trust in the authenticity of public keys in a PKI is described in detail in [31]. We build on that model by
explicitly separating between the functional and referral variants of trust scopes, as illustrated in Fig.14.

dfσ2: functional trust in key authenticity

dfσ1: functional trust in certification
drσ1: referral trust in certification

Trust scopes:

A

B

C

D

E

Fig. 14. Structure of trust scopes in PKI

Two different trust scopes are used:
• σ1: “Trusts the CA to correctly certify public keys”
• σ2: “Trusts the public key to be authentic”.
In Fig.14 it is assumed that the relying party A has obtained the public key of the root CA B through a

secure out-of-band channel. Depending on the security of that out-of-band channel, A has a level of direct
functional trust in the authenticity of B’s public key, which can be denoted by [A, B, dfσ2]. In addition,
A has direct functional trust in B to correctly certify the public keys of subordinate CAs, which can be
denoted by [A, B, dfσ1]. Finally A has direct referral trust in B with the same scope, meaning that A
trusts B to ascertain that subordinate CAs are able to correctly certify public keys, which can be denoted
by [A, B, drσ1].

B needs to trust C with exactly the same scopes as A’s trust in B. As there are no subordinate CAs
under D, the referral variant of C’s σ1 trust in D is not needed. D’s trust in the user E is the simplest,
because it only focuses on the authenticity of E’s public-key, which can be denoted by [D, E, dfσ2].
The relying party A is interested in deriving a measure of authenticity of user E’s public key through

the trust web of this PKI. With the specified trust scopes and trust relationships, this can be expressed as:
([A, E, ifσ2]) = (([A, B, dfσ2] ∧ [A, B, dfσ1] ∧ [A, B, drσ1])

: ([B, C, dfσ2] ∧ [B, C, dfσ1] ∧ [B, C, drσ1])
: ([C, D, dfσ2] ∧ [C, D, dfσ1])
: [D, E, dfσ2])

(18)

The existence of up to three separate trust arcs with different scopes between parties requires some way
for combining them together. Various methods can be imagined for this purpose, and one possibility is to
use conjunction (i.e. logical AND in the binary case) of the two trust scopes [31]. The connector “∧” is
used in Eq.(18) to denote that a conjunction of the trust scopes is needed, e.g. meaning that A must trust
B to have an authentic key, AND to provide reliable certification, AND to verify that subordinate CAs
also provide reliable certification.
The consequence of having to derive trust in public keys is that the relying party might have to analyse

a separate auxiliary trust network for every principal in the trust network of interest. Deriving indirect
trust in a remote party would then have to take the authenticity of the public keys into account in addition
to the trust in the principal. We will illustrate this with a very simple example, such as for delivering an
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online service, where A received a trust recommendation from E about F with a particular scope. The
trust relationships that must be taken into account are illustrated in Fig.15 below. The parties A and E
are the same as those in Fig.14, and A is now using the trust she derived from the PKI. Two different
trust scopes are used:

• σ2: “Trusts the public key to be authentic”.
• σ3: “Trusts the agent to provide quality service”

derived trust

A E F

ifσ2: indirect functional trust in key authenticity
drσ3: direct referral trust in service provision

ifσ3: indirect functional trust in service provision

Trust scopes:

dfσ3: direct functional trust in service provision
ifσ2

drσ3
dfσ3

ifσ3

Fig. 15. Trust transitivity with authenticated public keys

We will again use the symbol “∧” to denote conjunction of two trust arcs with different scopes between
the same pair of entities. A’s derived trust in service provider F can then be expressed as:

([A, F, ifσ3]) = (([A, E, ifσ2] ∧ [A, E, drσ3]) : [E, F, dfσ3]) (19)
For a parser to be able to derive this trust network, it is required that the relying party A has received

and stored all these trust recommendations, for example in the form of a table similar to Table I. Only
the first trust scope in a conjunctive trust relationship is used by the parser to determine the actual trust
network. The second trust scope is only used when deriving the trust measure.
To illustrate the role of key authenticity, take for example the case when a principal is recommended

to be reliable, but that the binding between the principal and his key is broken, e.g., because it is known
that the private key has been stolen by an intruder. The conjunction between trust in the principal and
distrust in his key would result in low trust, indicating that a principal identified by this particular public
key can not be strongly trusted despite an otherwise positive trust recommendation. This is what intuition
would dictate because it is now possible that recommendations that appear to come from the principal in
fact originate from the intruder who stole the private key and who can not be trusted.

IX. MEASURING AND COMPUTING TRUST
In previous sections we have indicated some intuitive principles that trust measures and computational

rules should follow. This section describes additional requirements that trust measures and operators
should satisfy. Sec.X below describes a practical example of how measures of trust can be mathematically
expressed and derived.
Many trust measures have been proposed in the literature [10], [14] varying from discrete measures

[11], [32], [33], [34], [35], to continuous measures [31], [36], [37], [38], [39], [40].
Typical discrete trust measures are for example “strong trust”, “weak trust”, strong distrust” and “weak

distrust”. PGP[11] is a well known software tool for cryptographic key management and email security
that for example uses the discrete trust measures “ultimate”, “always trusted”, “usually trusted”, “usually
not trusted” and “undefined” for key owner trustworthiness. In order to obtain compatibility between
discrete and continuous methods, it is possible to interpret such discrete verbal statements by mapping
them to continuous measures [41].
The type of trust described in industry specification efforts such as WS-Trust [5] and the Liberty

Alliance [6], [7] must be seen as binary, i.e. an agent or a claim is either trusted or not trusted. Parallel
trust paths and conflicting trust recommendations are not considered in these frameworks.
When measuring trust, it is critical that the trust value is meaningful to, and usable for both the

source and the target transacting partners. Otherwise, if trust is subjectively measured by each party
using different methods and scales, the values become meaningless when used in a calculative manner.
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By explicitly defining the trust scopes σ1 and σ2 in the scenarios above, the interacting parties are able
to establish a common understanding of the trust scope, and thereby determine semantically compatible
measures of trust.
The trust scope in the network to be analysed must be consistent along every valid path. Again, by

explicitly defining σ1, σ2 and σ3, the scopes become clear to all parties involved in the collection and
analysis of trust data.
As mentioned in Sec. II, the time element should be captured together with trust measures. This element

is necessary not only to demonstrate how trust is evolving, but also in order to enable transaction partners
to assess trust based on, for example, the most recent trust values available.
Determining the confidence of the trust measure is also a requirement. For example, the weakening

of trust through long transitive paths should result in a reduced confidence level. On the other hand,
combination of parallel trust paths should result in an increased confidence level.
Finally, in order to derive trust measures from graphs, calculative methods are needed for serial

combination of trust measures along transitive paths illustrated in Fig.4, for fusion of trust measures from
parallel paths illustrated in Fig.5, as well as for conjunctive combination of trust measures illustrated
in Fig.15. The validation and suitability assessment of any computational approach should be based on
simulations and usability studies, in environments equal or similar to those where it is intended for
deployment.

X. TRUST NETWORK ANALYSIS WITH SUBJECTIVE LOGIC
Subjective logic represents a practical belief calculus that can be used for calculative analysis trust

networks. TNA-SL requires trust relationships to be expressed as beliefs, and trust networks to be expressed
as DSPGs in the form of canonical expressions. In this section we describe how trust can be derived with
the belief calculus of subjective logic, and subsequently give a numerical example.

A. Subjective Logic Fundamentals
Belief theory is a framework related to probability theory, but where the probabilities over the set of

possible outcomes not necessarily add up to 1, and the remaining probability is assigned to the union of
possible outcomes. Belief calculus is suitable for approximate reasoning in situations of partial ignorance
regarding the truth of a given proposition.
Subjective logic[36] represents a specific belief calculus that uses a belief metric called opinion to

express beliefs. An opinion denoted by ωA
x = (b, d, u, a) expresses the relying party A’s belief in the truth

of statement x. When a statement for example says “Party X is honest and reliable regarding σ”, then the
opinion about the truth of that statement can be interpreted as trust in X within the scope of σ. Here b, d,
and u represent belief, disbelief and uncertainty respectively where b, d, u ∈ [0, 1] and b + d + u = 1. The
parameter a ∈ [0, 1] is called the base rate, and is used for computing an opinion’s probability expectation
value that can be determined as E(ωA

x ) = b + au. More precisely, a determines how uncertainty shall
contribute to the probability expectation value E(ωA

x ). In the absence of any specific evidence about a
given party, the base rate determines the a priori trust that would be put in any member of the community.
The opinion space can be mapped into the interior of an equal-sided triangle, where, for an opinion

ωx = (bx, dx, ux, ax), the three parameters bx, dx and ux determine the position of the point in the triangle
representing the opinion. Fig.16 illustrates an example where the opinion about a proposition x from a
binary state space has the value ωx = (0.7, 0.1, 0.2, 0.5).
The top vertex of the triangle represents uncertainty, the bottom left vertex represents disbelief, and the

bottom right vertex represents belief. The parameter bx is the value of a linear function on the triangle
which takes value 0 on the edge which joins the uncertainty and disbelief vertices and takes value 1 at
the belief vertex. In other words, bx is equal to the quotient when the perpendicular distance between the
opinion point and the edge joining the uncertainty and disbelief vertices is divided by the perpendicular
distance between the belief vertex and the same edge. The parameters dx and ux are determined similarly.
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Fig. 16. Opinion triangle with example opinion

The base of the triangle is called the probability axis. The base rate is indicated by a point on the probability
axis, and the projector starting from the opinion point is parallel to the line that joins the uncertainty vertex
and the base rate point on the probability axis. The point at which the projector meets the probability
axis determines the expectation value of the opinion, i.e. it coincides with the point corresponding to
expectation value E(ωA

x ).
Opinions can be ordered according to probability expectation value, but additional criteria are needed

in case of equal probability expectation values. We will use the following rules to determine the order of
opinions[36]:
Let ωx and ωy be two opinions. They can be ordered according to the following rules by priority:
1) The opinion with the greatest probability expectation is the greatest opinion.
2) The opinion with the least uncertainty is the greatest opinion.
3) The opinion with the least base rate is the greatest opinion.
The probability density over binary event spaces can be expressed as beta PDFs (probability density

functions) denoted by beta (α, β) [42]. Let r and s express the number of positive and negative past
observations respectively, and let a express the a priori or base rate, then α and β can be determined as:

α = r + 2a , β = s + 2(1 − a) . (20)
A bijective mapping between the opinion parameters and the beta PDF parameters can be analytically

derived [36], [43] as:














bx = r/(r + s + 2)
dx = s/(r + s + 2)
ux = 2/(r + s + 2)
ax = base rate of x

⇐⇒















r = 2bx/ux

s = 2dx/ux

1 = bx + dx + ux

a = base rate of x

(21)

This means for example that a totally ignorant opinion with ux = 1 and ax = 0.5 is equivalent to
the uniform PDF beta (1, 1) illustrated in Fig.17.a. It also means that a dogmatic opinion with ux = 0 is
equivalent to a spike PDF with infinitesimal width and infinite height expressed by beta (bxη, dxη), where
η → ∞. Dogmatic opinions can thus be interpreted as being based on an infinite amount of evidence.
After r positive and s negative observations in case of a binary state space (i.e. a = 0.5), the a posteriori

distribution is the beta PDF with α = r + 1 and β = s + 1. For example the beta PDF after observing
7 positive and 1 negative outcomes is illustrated in Fig.17.b, which also is equivalent to the opinion
illustrated in Fig.16
A PDF of this type expresses the uncertain probability that a process will produce positive outcome

during future observations. The probability expectation value of Fig.17.b. is E(p) = 0.8. This can be
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Fig. 17. Example beta probability density functions

interpreted as saying that the relative frequency of a positive outcome in the future is somewhat uncertain,
and that the most likely value is 0.8.
The variable p is a probability variable, so that for a given p the probability density beta(p |α, β)

represents second order probability. The first-order variable p represents the probability of an event,
whereas the density beta(p |α, β) represents the probability that the first-order variable has a specific
value. Since the first-order variable p is continuous, the second-order probability beta(p |α, β) for any
given value of p ∈ [0, 1] is vanishingly small and therefore meaningless as such. It is only meaningful to
compute

∫ p2

p1
beta(p |α, β) for a given interval [p1, p2], or simply to compute the expectation value of p.

The expectation value of the PDF is always equal to the expectation value of the corresponding opinion.
This provides a sound mathematical basis for combining opinions using Bayesian updating of beta PDFs.

B. Reasoning with Beliefs
Subjective logic defines a number of operators[36], [41], [44]. Some operators represent generalisations

of binary logic and probability calculus operators, whereas others are unique to belief theory because they
depend on belief ownership. Here we will only focus on the discounting and the consensus operators. The
discounting operator can be used to derive trust from transitive paths, and the consensus operator can be
used to derive trust from parallel paths. These operators are described below.

• Discounting is used to compute trust transitivity. Assume two agents A and B where A has referral
trust in B, denoted by ωA

B , for the purpose of judging the truth of proposition x. In addition B has
functional trust in the truth of proposition x, denoted by ωB

x . Agent A can then derive her trust in
x by discounting B’s trust in x with A’s trust in B, denoted by ωA:B

x . By using the symbol ‘⊗’ to
designate this operator, we define

ωA:B
x = ωA

B ⊗ ωB
x















bA:B
x = bA

BbB
x

dA:B
x = bA

BdB
x

uA:B
x = dA

B + uA
B + bA

BuB
x

aA:B
x = aB

x .

(22)

The effect of discounting in a transitive chain is that uncertainty increases, not disbelief [45].
• Consensus is equivalent to Bayesian updating in statistics. The consensus of two possibly conflicting
opinions is an opinion that reflects both opinions in a fair and equal way. Let ωA

x and ωB
x be A’s and

B’s opinions about the same proposition x. The opinion ωA#B
x is then called the consensus between

ωA
x and ωB

x , denoting an imaginary agent [A, B]’s opinion about x, as if she represented both A and
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B. By using the symbol ‘⊕’ to designate this operator, we define ωA#B
x = ωA

x ⊕ ωB
x .

ωA#B
x = ωA

x ⊕ ωB
x















bA#B
x = (bA

x uB
x + bB

x uA
x )/(uA

x + uB
x − uA

x uB
x )

dA#B
x = (dA

x uB
x + dB

x uA
x )/(uA

x + uB
x − uA

x uB
x )

uA#B
x = (uA

x uB
x )/(uA

x + uB
x − uA

x uB
x )

aA#B
x = aA

x

(23)

where it is assumed that aA
x = aB

x . Limits can be computed [46] for uA
x = uB

x = 0. The effect of the
consensus operator is to amplify belief and disbelief and reduce uncertainty.
The discounting and consensus operators will be used for the purpose of deriving trust measures in the

example below.

C. Example Derivation of Trust Measures
This numerical example is based the trust graph of Fig.13. Table II specifies trust measures expressed

as opinions. The DSTC Subjective Logic API14 was used to compute the derived trust values.

TABLE II
DIRECT TRUST MEASURES OF FIG.13

Source Target Variant Measure Time
A B r ωA

B = (0.9, 0.0, 0.1, 0.5) τA
B = 18.04.2006

A D r ωA
D = (0.9, 0.0, 0.1, 0.5) τA

C = 18.04.2006
B C r ωB

C = (0.9, 0.0, 0.1, 0.5) τB
D = 13.04.2006

C E f ωC
E = (0.9, 0.0, 0.1, 0.5) τD

E = 13.04.2006
D C r ωD

C = (0.3, 0.0, 0.7, 0.5) τC
D = 13.04.2006

A B r ω
′
A

B = (0.0, 0.9, 0.1, 0.5) τ
′
A

B = 19.04.2006

By applying the discounting and consensus operators to the expression of Eq.(17), the derived indirect
trust measure can be computed.

• Case a:

First assume that A derives her trust in E on 18.04.2006, in which case the first entry for [A, B] is
used. The expression for the derived trust measure and the numerical result is given below.

ωA
E = ((ωA

B ⊗ ωB
C ) ⊕ (ωA

D ⊗ ωD
C )) ⊗ ωC

E

= (0.74, 0.00, 0.26, 0.50)
(24)

• Case b:

Let us now assume that based on new experience on 19.04.2006, A’s trust in B suddenly is reduced
to that of the last entry for [A, B] in Table II. As a result of this, A needs to update her derived trust
in E and computes:

ω
′A
E = ((ω

′A
B ⊗ ωB

C ) ⊕ (ωA
D ⊗ ωD

C )) ⊗ ωC
E

= (0.287, 0.000, 0.713, 0.500)
(25)

The derived trust measures can be translated into beta PDFs according to Eq.(21) and visualised as
density functions as illustrated by Fig.18 below.
It can be seen that the trust illustrated in Fig.18.a is relatively strong but that the trust in Fig.18.b

approaches the uniform distribution of Fig.17.a and therefore is very uncertain. The interpretation of this
is that the distrust introduced in the arc [A, B] in case (b) has rendered the path ([A, B] : [B, C] : [C, E])
useless. In other words, when A distrusts B, then whatever B recommends is completely discounted by
A. It is as if B had not recommended anything at all. As a result A’s derived trust in E must be based
on the path ([A, D] : [D, C] : [C, E]) which was already weak from the start.
14Available at http://security.dstc.com/spectrum/
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Fig. 18. Derived trust visualised as beta probability density functions

XI. DISCUSSION AND CONCLUSION
We have presented a notation for expressing trust networks, and a method for trust network analysis

based on graph simplification and trust derivation with subjective logic. This approach is called Trust
Network Analysis with Subjective Logic (TNA-SL).
Our approach is very different from trust network analysis based on normalisation, as e.g. in PageRank

and EigenTrust which were briefly explained above. The main advantage of normalisation is that it can
be applied to large highly connected random graphs without loosing any trust information. The main
disadvantages of normalisation is that it makes trust measures relative, which prevents them from being
interpreted in any absolute sense like e.g. statistical reliability. It is also very difficult to express and
analyse negative trust in models based on normalisation. Neither PageRank nor EigenTrust can handle
negative trust.
Trust network simplification results in the network being expressed as a directed series-parallel graph.

A trust arc has the three basic attributes of source, target and scope, where the trust scope can take either
the functional or the referral variant. This makes it possible to express and analyse fine-grained semantics
of trust, which is not possible with e.g. PageRank or EigenTrust. Additionally, we have incorporated
the attributes of measure and time into the model in order to make it suitable for deriving indirect trust
measures through computational methods.
One advantage of TNA-SL is that negative trust can be explicitly expressed and propagated. In order

for distrust to be propagated in a transitive fashion, all intermediate referral arcs must express positive
trust, with only the last functional arc expressing negative trust. Another advantage is that trust measures
in our model are equivalent to beta PDFs, so that trust measures can be directly interpreted in statistical
terms, e.g. as measures of reliability. This also makes it possible to consistently derive trust measures
from statistical data. Our model is for example directly compatible with Bayesian reputation systems [47],
[48], so that reputation scores can be directly imported as trust measures. This rich way of expressing
trust separates between the nominal trust value (positive/negative) and the confidence level (high/low),
and also carries information about the baseline trust in the community.
The main disadvantage of TNA-SL is that a complex and cyclic network must be simplified before it

can be analysed, which can lead to loss of information. While the simplification of large highly connected
networks could be slow, heuristic techniques can significantly reduce the computational effort. This is
done by ignoring paths for which the confidence level drops below a certain threshold, and by including
the paths with the strongest confidence level first when constructing a simplified network. This also leads
to minimal loss of information.
The approach to analysing transitive trust networks described here provides a practical method for

expressing and deriving trust between peers/entities within a community or network. It can be used in a
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wide range of applications, such as monitoring the behaviour of peers and assisting decision making in
P2P communities, providing a quantitative measure of quality of web services, assessing the reliability of
peers in Internet communities, and evaluating the assurance of PKI certificates. We also described how
integrity and authenticity of trust recommendations can be protected by using an overlaying authentication
infrastructure such as a PKI. Combined with subjective logic, TNA-SL allows trust measures to be
efficiently analysed and computed, and ultimately interpreted by humans and software agents.
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