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Motivation

• Provide a framework where agents locate high-quality 
service providers by using referrals from peer agents

• Develop strategies by which a system of autonomous 
agents can quickly reach a stable configuration where 
all agents are satisfied with their choice of current 
providers



Problem

• Location of high quality services
• Unlimited resources assumed

• The cost of referral is generally assumed to be negligible

• Higher rate:
- indirect measure of a good quality of service
- no decrease in response time

• Load balancing
• Limited resources

• The cost of referral is typically non-negligible

• Higher rate:
- indirect measure of a poor quality of service
- decrease in response time



Possible Approaches

• Maximize
• Maximizing the agent’s utility function

• Myopic, self-interested behavior, can lead to poor 
performance of the individual and system-wide instability

• Optimize
• Maximizing the overall system utility function

• A complex problem and a large area of research

• Satisficing
• Maximizing overall system utility function while introducing 

a satisfaction threshold (accepting imprecision)



Satisfice

• “The word satisfice was coined by Herbert Simon in 
1957. Simon says that people are only ‘rational 
enough’, and in fact relax their rationality when it is 
no longer required. This is called bounded rationality.”
- Wikipedia

• “Boundedly rational agents experience limits in 
formulating and solving complex problems and in 
processing (receiving, storing, retrieving, 
transmitting) information” - Herbert Simon



Concepts

• Environment (A, R, f, perf, L, S, Г)
A     - set of K agents

R    - set of N providers
 f       - intrinsic performance (quality) of a provider
L       - load function for the agent
perf  - provided performance of a provider given a load L
S        - satisfaction function of agents given a perf
Г        - the set of satisfaction thresholds
           representing aspiration levels of agents



Concepts

• Definitions:
Cn      - capacity of provider Rn 
D       - distributions of agents over providers
DГ     - acceptable distribution,
           every agent receives a satisfaction above their threshold
ε(D) - entropy of a distribution D

           ε(D) = ∑N max ( 0, ∣An∣- Cn ) 
Kmove - number of agents that can move to a different provider
Kwm   - number of agents inclined to move (not satisfied)



Concepts

• Referral based provider selection:
• NR - Agents that find the provider without referrals, using 

only their own experience.

• RT - Agents may help each other by giving referrals. Agents 
are assumed to be helpful (referring only the best providers 
in their estimate). They are also assumed to be truthful

• RD - Same as RT, except the agents are not truthful. They 
refer to the same provider but alter the true estimation. 



Propositions

• Reducing Kmove has a beneficial effect on the entropy 
of the system:

ε(Dd+1) ∈ [max(0, ε(Dd) - Kdmove ),  ε(Dd) + Kdmove ]

• Considering an environment where Cn = K/N, the 
number of agents inclined to move Kwm is in the range:

Kwm ∈ [S(D) + K/N, S(D) (K/N + 1)]

• Lower bound N* for the stable system with DГ

• Zone I    N < N*

• Zone II  N ≥ N*



System Convergence

• Inertia of the system
• An inverse function of the number of agents moving 

• Influence of inertia
• The more agents move, the more unstable the system 

becomes

• System stability is important for the convergence

• Exploration
• Agents have to move to different providers in order to learn 

about the quality of service



Experiment 1 - Assumptions

• Uniform provider capacities

• 200 agents with a satisfaction threshold of 0.7

• Each day (iteration cycle) an agent is assigned a task 
with a load of 1



Experiment 1 - Results
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Figure 1: Examples of evolution of Kd
move and E(Dd) in Zones I (left) and II (right).

N NR RT RD

200 2206.529 1578.863 1867.706
100 624.588 454.510 558.078
40 167.647 3002.059 na

20 3624.647 na na

10 3879.471 na na

Table 1: Average iterations to convergence.

i.e., for N ≥ N∗.

3. When N ≥ N∗ for all strategies, i.e., in the range N ≥
100: RT converges faster than RD, which converges
faster than NR.

4. NR is more robust than other algorithms as it produces
convergence for a much larger range of environments,
e.g., only NR leads to convergence within the iteration
limit for N ≤ 20.

An important observation that builds on the above points is
that: While the use of referrals from truthful agents can
speed up system convergence to satisfactory distributions,
such knowledge sharing can also increase system entropy and
slow down convergence with a relatively small number of pro-
viders in the environment.

To obtain a deeper understanding on the nature of conver-
gence with and without referrals and for different number of
providers, we studied the Kd

move and E(Dd) metrics over the
course of different runs. On inspecting these metrics for dif-
ferent system configurations we find that even though the
system convergence systems worsens when we move away
from N = N∗, there is an interesting, clear difference be-
tween runs corresponding to Zones I and II.

Figure 1 shows the evolution of the entropy and the num-
ber of simultaneous moving agents with 10 providers (corre-
sponding to Zone I) and with 200 providers (corresponding
to Zone II) for NR. We include only the graph for NR as

graphs for RT and RD are similar. In Zone I, the entropy,
E(Dd), keeps on oscillating while Kd

move remains higher than
it. Consequently, the system cannot converge monotonically
as more agents than required move at the same time. This
contrasts with the behavior of the system in Zone II: Kd

move

remains mostly below E(Dd) preventing system instability
and promoting convergence. We can further differentiate
Zone II runs into two parts: (i) in Zone II(a) the system
moves consistently toward almost coordinated distributions,
(ii) in Zone II(b) the system remains in almost coordinated
distributions and a small number of unsatisfied agents keep
moving in search of a satisficing provider. Rustogi & Singh
experimentally show that convergence in similar systems,
but without referrals, can be improved when tolerating im-
precision [8]. Assuming tolerating imprecision is equivalent
to claiming convergence when a distribution with a small
non-zero entropy is obtained, and given the fact that the
system quickly reaches Zone II(b), ‘convergence’ can be sig-
nificantly expedited by ‘tolerating imprecision’.

Though iterations to convergence for NR (see Table 1)
appear roughly equivalent in Zones I and II, e.g., when
N = 200 and N = 10 respectively, the satisfaction levels of
individual agents are fundamentally different. For N = 200,
corresponding to Zone II, almost the entire community is
in a satisficing state, i.e., entropy is low for a significant
portion of the run. Exploration of few agents needing to
improve satisfaction does not destabilize the system. On
the contrary, for N = 10, corresponding to Zone I, most
agents are unsatisfied and their explorations of different ser-
vice providers, to improve their own satisfaction levels, hurt
the entire society, thus delaying convergence.

The reason of the better performances of RT when N∗ ≤
N is because, in Zone II(b), the exploration requirement
of the few unsatisfied agents looking for better providers is
partially reduced to by referrals. As a result, unsatisfied
agents need less time to find satisfactory providers.

It appears that RT and RD face unique convergence for
small number of providers. This is actually a problem of
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limit for N ≤ 20.

An important observation that builds on the above points is
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but without referrals, can be improved when tolerating im-
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to claiming convergence when a distribution with a small
non-zero entropy is obtained, and given the fact that the
system quickly reaches Zone II(b), ‘convergence’ can be sig-
nificantly expedited by ‘tolerating imprecision’.

Though iterations to convergence for NR (see Table 1)
appear roughly equivalent in Zones I and II, e.g., when
N = 200 and N = 10 respectively, the satisfaction levels of
individual agents are fundamentally different. For N = 200,
corresponding to Zone II, almost the entire community is
in a satisficing state, i.e., entropy is low for a significant
portion of the run. Exploration of few agents needing to
improve satisfaction does not destabilize the system. On
the contrary, for N = 10, corresponding to Zone I, most
agents are unsatisfied and their explorations of different ser-
vice providers, to improve their own satisfaction levels, hurt
the entire society, thus delaying convergence.

The reason of the better performances of RT when N∗ ≤
N is because, in Zone II(b), the exploration requirement
of the few unsatisfied agents looking for better providers is
partially reduced to by referrals. As a result, unsatisfied
agents need less time to find satisfactory providers.

It appears that RT and RD face unique convergence for
small number of providers. This is actually a problem of
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Experiment 1 - Results
N NR RT RD

200 2206.529 1578.863 1867.706

100 624.588 454.510 558.078

40 167.647 3002.059 n/a

20 3624.647 n/a n/a

10 3879.471 n/a n/a

Average number of iterations to reach convergence



Experiment 1 - Observations

• Direct:
• Results confirm prediction of lower bound N*

• Performance in Zone II is better than in Zone I

• In Zone II, RT is faster than RD, which is faster than NR

• NR is more robust for a larger range of environments

• Derived:
While the use of referrals from truthful agents can speed up 
system convergence to satisfactory distributions, such 
knowledge sharing can also increase system entropy and slow 
down convergence with a relatively small number of 
providers in the environment



Experiment 2 - Assumptions

• Non-uniform provider capacities

• 200 agents with a satisfaction threshold of 0.7

• Each day (iteration cycle) an agent is assigned a task 
with a load of 1



Experiment 2 - Results
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Figure 2: Kd
move and S(Dd) for NR (left) and RT (right) for N=40.

scale-up with the number of agents, which is isomorphic to
decreasing the number of providers keeping the number of
agents constant. As illustrated in Figures 2(b) and 2(a),
Kmove is too high for RT whereas NR manages to limit that
number. RT cannot stabilize the system, and this prevents
the system from reaching convergence. We had predicted
that in environments with few providers, agents are more in-
clined to move. Two factors are responsible for less inertia of
RT: the use of referrals and the amount of information avail-
able to a particular agent. Recall our agents do not move if
they do not think they will improve their satisfaction. The
use of referrals augments the probability to move because of
the agents’ trust in the referrer. Besides, by visiting the re-
ferred provider, an agent increases the number of providers
it knows, which makes it more inclined to move in future
iterations. Consequently, in systems with referrals, agents
have more incentive to move leading to more instability.

4.2 Non-uniform provider capacities
We now present, in Table 2, results from experiments

when providers have different capacities. The environment
contains a large number of providers with low capacities
(equal to 2) and few providers with high capacities (equal
to 20). We observe that
• As before, convergence of NR is slower than that of RD
which is slower than that of RT.
• When the number of providers with high capacity is in-
creased, all strategies perform better.

The last observation can be explained by the fact that,
in the beginning, agents have the tendency to spread out
and all providers have almost the same load. Agents need
time to realize that some of them need to move to providers
with high capacity. This exploration time is reduced when
more high-quality providers are present. Besides, with re-
ferral, agents take less time to find high-capacity providers
(shorter size Zone II(b)). Negative side-effect of referrals is
less in this situation as agents using high-capacity providers
can refer them with less risk of their load increasing to the
extent that the referrers satisfaction will drop below their

satisfaction threshold. However, RD performs worse than
RT since agents of the former type mislead each other by
providing wrong estimations of provider quality. Hence, the
resource discovery process (Zone II(b)) is not accelerated
compared to environments where only NR is present.

# providers NR RT RD
with capacity:
20 2

1 90 1059.608 834.137 1028.177
5 50 300.235 229.882 271.725

Table 2: Average number of iterations to reach the
convergence (200 agents).

5. RELATED WORK
Economic approaches often focus on the use of negotiation

to determine acceptable resource trades [1, 6, 9]. Agents
possess sets of resources that they can trade with other
agents. An agent is assumed to use resources it owns. This
contrast with our setting where agents can use any resource
in the system. Negotiation outcomes are evaluated using
two concepts: utilitarianism and egalitarism. The utilitar-
ian concept consists in the maximization of the sum of util-
ities of all agents present in the society. It is regarded as
unfair since it often produces high variability in individual
utilities. In the optimal allocation, an agent may have a high
utility while another one has a very poor one. The egalitar-
ian concept tries to maximize the utility of the agent with
the lowest utility. Our concept of Γ-acceptable distribution
can be related to this latter concept. A state is regarded as
acceptable if every agent is ensured to receive a minimum
acceptable satisfaction.

Referral systems have recently received increasing atten-
tion among multiagent researchers. In [19], Yu and Singh
study a referral system when an agent helps a human user
find relevant expertise and protect him/her from too many
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Figure 2: Kd
move and S(Dd) for NR (left) and RT (right) for N=40.

scale-up with the number of agents, which is isomorphic to
decreasing the number of providers keeping the number of
agents constant. As illustrated in Figures 2(b) and 2(a),
Kmove is too high for RT whereas NR manages to limit that
number. RT cannot stabilize the system, and this prevents
the system from reaching convergence. We had predicted
that in environments with few providers, agents are more in-
clined to move. Two factors are responsible for less inertia of
RT: the use of referrals and the amount of information avail-
able to a particular agent. Recall our agents do not move if
they do not think they will improve their satisfaction. The
use of referrals augments the probability to move because of
the agents’ trust in the referrer. Besides, by visiting the re-
ferred provider, an agent increases the number of providers
it knows, which makes it more inclined to move in future
iterations. Consequently, in systems with referrals, agents
have more incentive to move leading to more instability.

4.2 Non-uniform provider capacities
We now present, in Table 2, results from experiments

when providers have different capacities. The environment
contains a large number of providers with low capacities
(equal to 2) and few providers with high capacities (equal
to 20). We observe that
• As before, convergence of NR is slower than that of RD
which is slower than that of RT.
• When the number of providers with high capacity is in-
creased, all strategies perform better.

The last observation can be explained by the fact that,
in the beginning, agents have the tendency to spread out
and all providers have almost the same load. Agents need
time to realize that some of them need to move to providers
with high capacity. This exploration time is reduced when
more high-quality providers are present. Besides, with re-
ferral, agents take less time to find high-capacity providers
(shorter size Zone II(b)). Negative side-effect of referrals is
less in this situation as agents using high-capacity providers
can refer them with less risk of their load increasing to the
extent that the referrers satisfaction will drop below their

satisfaction threshold. However, RD performs worse than
RT since agents of the former type mislead each other by
providing wrong estimations of provider quality. Hence, the
resource discovery process (Zone II(b)) is not accelerated
compared to environments where only NR is present.

# providers NR RT RD
with capacity:
20 2

1 90 1059.608 834.137 1028.177
5 50 300.235 229.882 271.725

Table 2: Average number of iterations to reach the
convergence (200 agents).

5. RELATED WORK
Economic approaches often focus on the use of negotiation

to determine acceptable resource trades [1, 6, 9]. Agents
possess sets of resources that they can trade with other
agents. An agent is assumed to use resources it owns. This
contrast with our setting where agents can use any resource
in the system. Negotiation outcomes are evaluated using
two concepts: utilitarianism and egalitarism. The utilitar-
ian concept consists in the maximization of the sum of util-
ities of all agents present in the society. It is regarded as
unfair since it often produces high variability in individual
utilities. In the optimal allocation, an agent may have a high
utility while another one has a very poor one. The egalitar-
ian concept tries to maximize the utility of the agent with
the lowest utility. Our concept of Γ-acceptable distribution
can be related to this latter concept. A state is regarded as
acceptable if every agent is ensured to receive a minimum
acceptable satisfaction.

Referral systems have recently received increasing atten-
tion among multiagent researchers. In [19], Yu and Singh
study a referral system when an agent helps a human user
find relevant expertise and protect him/her from too many
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Experiment 2 - Results

# providers with 
capacity:

NR RT RD

20 2

1 90 1059.608 834.137 1028.177

50 50 300.235 229.882 271.725

Average number of iterations to reach convergence



Experiment 2 - Observations

• As in the previous experiment, convergence of NR is 
slower than that of RD, which is slower than than 
that of RT

• When the number of providers with high capacity is 
increased, all strategies perform better



Summary
• Conclusions

• Referrals might incur a long-term cost by referring their 
preferred providers (Zone I); Faster convergence when using 
referrals to help satisfy other agents (Zone II)

• The relationship between entropy and the number of 
moving agents are key characteristics underlying system 
convergence

• Exploration should be limited to improve convergence rate

• Further research:
• Agents learning about the entropy of the system and 

applying different strategies

• Modeling capacities below K/N (under-served)

• Modeling agent and provider starvation effects
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