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ICCBR 2020 Doctoral Consortium

Stewart Massie1 and Michael W. Floyd2

1 Robert Gordon University, Aberdeen, Scotland, UK
2 Knexus Research Corporation, Springfield, USA

Preface

This year marks the twelfth anniversary of the ICCBR Doctoral Consortium
(DC). The DC was designed to nurture PhD candidates by providing them with
opportunities to obtain feedback on their research, future work plans, and career
objectives from senior case-based reasoning (CBR) researchers and practitioners.
We are proud to carry on the tradition with a cohort of nine doctoral students
from six different countries.

PhD candidates who applied to the program submitted summaries of their
doctoral research. In their research summaries, they detailed the problems they
are addressing, outlined their proposed research plans, and described progress to
date. Accepted applicants were paired with mentors who helped them to refine
their research summaries in light of reviewer feedback. The updated research
summaries, which appear in this volume, were then orally presented at the
ICCBR DC on June 9, 2020 in our first virtual event conducted fully online.

This year’s participants presented a broad array of ongoing CBR research.
Christopher Bartlett presented his work on using a CBR approach that couples
clinical covariate data with epigenetic data in an analysis of breast cancer. Ciara
Feely studied the use of recommender systems to support marathon runners
during training and in the race itself. Marta Plaza-Hernández discussed how
CBR can be used in the management of submerged archaeological complexes by
serving as a support tool for decision making. Eugenia Pérez-Pons explained her
research on finding the most efficient capital investment for Spanish companies
not operating in the stock market. Luis R. Rodŕıguez Oconitrillo discussed how a
CBR system can be designed to capture and represent what a judge understands
of the information contained in a legal case file. Xiaomeng Ye presented an
approach to robust adaptation that employs a chain of adapted cases or rules
to form an adaptation path. Nicolas Lasolle discussed the development of a
dedicated tool that employs a range of methods to populate and search an
RDF database representation of a digital Humanities corpus. Niloufar Shoeibi
described an approach in which a recommender system uses information extracted
from social media to inform fundamental stock market analysis. Finally, Ashish
Upadhyay presented his work on employing hybrid textual CBR and deep learning
approaches for natural language generation from structured data.

We particularly want to thank all of the students, mentors, and program
committee members who worked so hard to make the DC a success.
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Clinical Covariate Based Survival Prediction in
Breast Cancer

Christopher L. Bartlett*

Intelligent Bio Systems Laboratory, Biomedical and Health Informatics
State University of New York at Oswego, 7060 NY-104, Oswego, NY 13126

cbartle3@oswego.edu

1 Abstract

In the new era of personalized medicine where clinicians and researchers alike
are seeking to custom-tailor treatment plans to individuals, the integration of
clinical data with DNA microarray data is surprisingly absent. While clinicians
call upon clinical data to apply similar treatments to similar patients, it’s usu-
ally not the case within epigenetic or genetic research where only biochemical or
expression differences are used for differentiation. With this in mind, this project
proposes using a case-based reasoning system that couples clinical covariate data
with epigenetic data in a comprehensive analysis of breast cancer. Previous work
utilized a novel confidence-based method to extract cases by age group, racial
group and therapy method before further narrowing down the case base using
similar epigenetic profiles. Results within this work showed performance mea-
sures that were similar or greater than traditional classification. Now we are
seeking to extend this work into ventures of survival analysis.

1 Introduction

In this new era of personalized medicine, clinicians have sought after methods
which specifically target the patient through carefully tailored treatment plans.
Throughout this movement, clinical and molecular profiles are constructed and
managed in unison for advanced treatment. While this is becoming more preva-
lent on the frontlines of healthcare, the integration is surprisingly absent in
’omics research. The term ’omics collectively refers to genomics, proteomics,
epigenomics and similar fields. Here, analysts are typically focused on a specific
subtype of ’omics data while paying little attention to the clinical information
that define the research sample. Even in studies that span across ’omics, these
primary variables are neglected. As these clinical variables are more descriptive,
they increase focus and lend to a more explainable outcome. Therefore, it has
been the intent of our research to couple a stable biomarker, DNA methylation,
with clinical data through a case-based reasoning structure. After several studies

* The author acknowledges the mentoring of his advisor Dr. Isabelle Bichindaritz at
the State University of New York at Oswego
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found age [2] [4], therapy [7], and race [6] to have a significant effect on DNA
methylation levels, we used these confounding variables to draw an initial set of
cases from a case base. We then narrowed this case base further using distance
measures derived from DNA methylation values. In a study of discerning breast
cancer tissue from normal breast tissue, this methodology retrieved balanced ac-
curacy results up to 96.79%. We then validated these results using a dataset of
ER positive and triple negative tissue samples where we saw balanced accuracies
up to 77.55%. Further details on this project are provided in Section 5. We are
now seeking to extend this project to a study of survival analysis.

2 Methylation

Epigenetics is the study of external modifications that alter gene expression with-
out changing the DNA sequence. One such epigenetic modification is methyla-
tion. Methylation is a covalent attachment of a methyl group to cytosine. Cyto-
sine (C) is one of the four bases that construct DNA and one of only two bases
that can be methylated. While adenine can be methylated as well, cytosine is
typically the only base that’s methylated in mammals. Once this methyl group
is added, it forms 5-methylcytosine where the 5 references the position on the
6-atom ring where the methyl group is added. Under the majority of circum-
stances, a methyl group is added to a cytosine followed by a guanine (G) which
is known as CpG. While the methyl group is added onto the DNA, it doesn’t
alter the underlying sequence but it still has profound effects on the expression
of genes and the functionality of cellular and bodily functions. Methylation at
these CpG sites has been known to be a fairly stable epigenetic biomarker that
usually results in silencing the gene. Further, the amount of methylation can be
increased (known as hypermethylation) or decreased (known as hypomethyla-
tion) and improper maintenance of epigenetic information can lead to a variety
of human diseases.

The most widely studied aberrations of methylation occur within the domain
of cancer. While there’s different molecular mechanisms that can impact the pro-
gression of cancer such as the loss of genetic materials or gene mutations, dis-
ruption of the epigenome can alter the onset of cancer as well. These disruptions
can occur at either a global level, or a precise locus. To study these disruptions,
researchers use a microarray chip that detects the amount of the methyl chemi-
cal at specific locations (usually CpG sites) within the DNA. Through samples
extracted from control samples, and samples extracted from a target group (such
as cancer), locations in the DNA with differentially methylated signatures can
potentially lead to determining impacted genes or functional pathways.

3 Research Plan

Li, Liu, Chen and Rudin [5] built a deep learning neural network for case-based
reasoning that employs prototypes and explains its predictions. Built for classifi-
cation, observations are classified by their proximity to one of the prototypes. An
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autoencoder reduces dimensionality and learns the features that will be useful
for prediction before using the encoded input to produce a probability distribu-
tion over the classes through the prototype network. An additional advantage
of their constructed network is that the reconstructed input is passed to a sep-
arate layer which allows the user to view how the network is constructing its
predictions and prototypes; effectively reducing the black-boxed nature of most
machine learning algorithms.

While Li, Liu, Chen and Rudin’s [5] architecture learns the features of in-
putted images, carrying out tasks such as classifying a numeral in one font based
on its appearance to the same numeral in other fonts, a similar methodology is
desired. The network learns the relevant features and becomes guided by knowl-
edge as it moves towards its prediction. The desired pipeline is to incorporate
knowledge that aides in the survival prediction. Ideally, the network will utilize
Enhancer Linking by Methylation/Expression Relationships (ELMER), an R
package that reconstructs gene regulatory networks by combining gene expres-
sion and DNA methylation data. Methylation changes at cis-regulatory mod-
ules are the central hub of these networks, and correlation analysis is used to
associate them with both upstream master regulator transcription factors, and
downstream target genes. The package locates probes with significantly different
DNA methylation levels between two groups, and identifies the putative target
genes for these differentially methylated probes. Then it seeks enriched motifs
for the probes which are significantly differentially methylated and linked to
the putative target genes. Last, it identifies the regulatory transcription factors
whose expression associate with DNA methylation at enriched motifs.

At these aforementioned steps, the samples can be clustered by similar clinical
covariates. A prototypical representation of each cluster can then be formed,
through which novel cases can be compared to. Then, a prediction of survival can
be made for these novel cases through their proximity to the prototype. Doing so
for each of these steps will allow for comparative analyses and a clear idea of how
the varying levels of knowledge assist in the survival prediction. It is hypothesized
that transitioning from differentially methylated positions to associated genes
and the master regulators will not only increase the explainability, but also
increase the predictive power. Associating the genes to their functional pathways
will also add an additional level.

4 Domain Problems

Case-based reasoning (CBR) within the domain of microarray analysis is mostly
unexplored, especially for epigenetic data. The primary foundation for CBR is
its ability to consistently update with new cases, and adapt prior solutions to
fit a new problem. Within microarray analysis, however, problems exist that
make updating and adaptation particularly difficult. The first problem is the
high dimensionality with few samples. There are thousands of features for a
small subset of samples (specifically 485,000 for the standard chipset used in
DNA methylation), and these samples are often imbalanced between cases and

4



controls. In other domains, class balancing is possible through algorithms such as
the Synthetic M inority Oversampling TEchnique (SMOTE), though artificially
generating samples is ill-advised when dealing with diseased tissue. There are
also additional problems when using clinical covariates, as this data cannot be
artificially generated.

A second problem is that technical variations, called “batch effects”, often
exist. Batch effects are alterations of the data that occur when different labora-
tories, technicians, or different equipment collects the data. Even when the same
technicians operate on the same equipment within the same laboratory, sub-
tle varying factors such as the amount of humidity can alter expression levels.
These effects can be controlled to some degree through pre-processing, but need
to be performed again when new cases are introduced. This makes the creation
of an ongoing system problematic, and requires the researcher to operate on one
dataset at a time.

A third problem is centered on case adaptation. For some domains, the data
can be modified to bring cases in the case base closer to the query case (or
the query case closer to the cases), but modifications in the microarray domain
mean introducing artificial values to biologically derived data. This could easily
mean attributing the presence of a disease to an incorrect locus, or believing the
disease is present when it is not and other such outcomes.

5 Research Progress

Table 1: Testing results for classifying cancer tissue versus normal tissue using
either a two-stage process or microarray data alone. (8,722 features).
Data Used Feature Selection Categorical distance measure Balanced Accuracy F Statistic Kappa Statistic

Microarray No Lin 97.45% 0.98 0.88
Microarray No Goodall 97.15% 0.98 0.89
Microarray BIRF Lin 96.94% 0.98 0.89
Microarray BIRF Goodall 96.94% 0.98 0.89
Microarray rKNN Lin 96.75 % 0.99 0.91
Microarray rKNN Goodall 96.75 % 0.99 0.91

Two-Stage No Lin 94.25% 0.98 0.84
Two-Stage No Goodall 95.04% 0.98 0.84
Two-Stage BIRF Lin 95.96% 0.98 0.88
Two-Stage BIRF Goodall 96.68% 0.98 0.88
Two-Stage rKNN Lin 95.05% 0.98 0.85
Two-Stage rKNN Goodall 96.79% 0.98 0.85

Previous work conducted used three clinical covariate variables: age group,
therapy method and racial group, to differentiate cancerous breast tissue and
normal breast tissue. As age group, therapy and racial group are categorical vari-
ables, we utilized two categorical distance measures, Goodall3 and Lin (discussed
in [3]). Euclidean distance was used for finding the distance among samples based
on their DNA methylation values. We tested using two feature selection algo-
rithms, a balanced iterative random forest (BIRF) [1] and a random kNN (rKnn)
algorithm.

During this project, we constructed a method that would compute a con-
fidence metric composed of each case base sample’s average distance among
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members of a different class minus the average distance among members of the
same class. In this manner, we could locate a single value that specified how
influential each sample in the case base was. Then, when drawing samples from
the case base, we could continue to draw the nearest samples until a threshold
was met. The single values were normalized between 0 and 1, with the thresh-
old typically being 1.0 to indicate 100% confidence. Further, we drew based on
the similarity among the clinical covariates first before narrowing down our re-
trieved cases using the similarity among DNA methylation values. We compared
this two-stage process of using clinical covariate date prior to microarray data
with using microarray data alone. The results are shown in Table 1.

6 Conclusion

To summarize, previous work was performed integrating clinical covariate data
with microarray data to classify breast cancer samples. The current project seeks
to extend this work to predict survival outcomes. Future work will extend further
into highly specific feature selection to locate impacted functional pathways.
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Using Case-Based Reasoning to Support
Marathon Runners

Ciara Feely

ML Labs, University College Dublin, Dublin, Ireland
Ciara.Feely@ucdconnect.ie

Abstract. This document describes the proposed research plan for the
project “Using Recommender Systems Techniques to Support Endurance
Athletes, in particular Marathon Runners”. This project is in its first year
but builds upon work that has been previously presented in ICCBR. The
research problems being addressed relate to useful supports that could be
available to runners including training session classification, personalised
training plan recommendation, injury prediction and prevention, and
race-time prediction and pacing plan recommendation. The progress to
date includes an initial publication involving race-time prediction and
training plan recommendation, as well as the early-stage development of
a Strava companion app that will be used to collect user-labelled training
session data. Future work will involve using that labelled data alongside
case-based reasoning to provide solutions for the research problems, and
evaluating these solutions with a live user-study.

Keywords: CBR for health and exercise; marathon running

1 Research Problems

The aim of this research is to utilize personal activity data that is being collected
by wearable sensors and fitness apps to provide beneficial supports to endurance
athletes, in particular marathon runners. Since the first ever marathon in ancient
Greece, millions of people have tackled the iconic race as a feat of human en-
durance. The number of recreational runners participating in endurance events is
increasing every year. Training for a long-distance event is difficult; hence there
is an increasing population of recreational endurance athletes seeking advice on
how to train, recover, and plan for their race. Simultaneously, there has been
an influx in the availability and adoption of wearable sensors and mobile fitness
applications that can track every training session.

These developments provide great opportunity to utilise techniques such as
case-based reasoning to solve a variety of problems including:

1. Training session classification
2. Personalised training plan recommendation
3. Injury prediction and prevention
4. Race-time prediction and pacing plan recommendation
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1.1 Training Session Classification

Marathon training plans are comprised of a variety of session types including
long runs, tempo runs, interval runs, recovery runs. The ability to classify these
sessions automatically as a given run-type would allow for improved training
plan recommendation since then a recommendation could be a “tempo-run with
average pace 4.24 minutes per kilometre”. A case-based classification approach
could be utilised since the different run-types might manifest differently in dif-
ferent runners. Thus being able to find similar runners and then classifying the
run-types based on the similar runners will lead to a more accurate classifier.

1.2 Personalised Training Plan Recommendation

Training plans for marathoners are usually 12-16 weeks in duration and are
broken up into 3-4 week training blocks. While professional runners may have a
team of personal trainers assisting them in their training, recreational runners
usually rely on online sites and one-size-fits-all training plans. Runners would
benefit from having a tailored plan that takes into consideration their fitness,
goals, and other personal characteristics.

1.3 Injury Prediction and Prevention

The incidence of running related injuries (RRIs) is high for all runners, but
the proportion of injuries is especially high for novice runners and those at the
lower and higher end of the distance curve [1]. The only risk factor that is
consistently linked to the development of an RRI is having a history of RRI [2].
Yet, no definitive injury prevention procedures exist. Employing CBR to predict
whether a runner is likely to become injured based on the previous injuries that
developed in similar runners with a similar training load would assist runners in
preventing injuries. For this, injury-labelled data is required – training data for
which runners identify training breaks as being caused by injuries.

1.4 Race-time prediction and pacing-plan recommendation

In the lead up to a race, a runner will begin to plan for their race which may
involve a nutrition plan, pacing plan, and any strategies they will use to stay
motivated. In order to do this, they must have an estimate for their race du-
ration. Many race-time prediction equations exist, however many require lab-
oratory equipment or do not work equally for professional and recreational
runners [3]. Utilising case-based reasoning, the authors of [4, 5] used previous
marathon finish-times to predict future personal best finish times and provide
an accompanying pacing plan. While they found that using multiple races im-
proved prediction accuracy [6,7], it naturally excluded more novice runners who
would benefit the most from these predictions.
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2 Research Plan

2.1 Progress To Date

This research project commenced in October 2019, and the intended finish date
is December 2022. A first publication [8] is being presented in this year’s ICCBR
conference precedings. The work aimed to address research problem 4, by using
CBR to build a prediction model that provided runners with estimated marathon
finish-time, based on their training to date, at different points in the lead up to
the marathon. Additionally, a proof-of-concept was demonstrated for research
problem 2, indicating that when runners adjust their goal-time, faster times
lead to training plans that have a faster average pace and greater total distance.
Since then, different training representations, prediction models and training
plan recommendation procedures have been explored. Other progress includes
the development of a companion app for the popular fitness app Strava that will
allow for labelled data collection. The app is still under construction but it is
aimed to be completed in the summer of 2020. The current dissertation status is
that the literature review is being written up, and subsequently, the first main
chapter on the aforementioned publication will be written.

2.2 Labelled data collection

For some of the tasks mentioned (research problems 1 and 3), acquiring labelled
data is key to finding a solution. The fitness application Strava allows developers
to build companion apps that can be linked to Strava. A companion app allowing
for training session data collection while asking the users to label their sessions
as a given run-type, to give a history of previous injuries and to track if they
subsequently become injured, is currently being developed.

2.3 Training Session Classification

Once labelled training-session data is collected, a run-type classification model
can be built such that future sessions can be automatically labelled. The pro-
posed method is to employ motif detection to find recurring motifs that distin-
guish the sessions as a specific run-type. This has been done before for classifying
physical activities [9].

2.4 Personalised Training Recommendations

Thus far, the concept of using CBR to recommend training by selecting similar
runners who have achieved that time, and recommending their training plan has
been demonstrated [8]. To extend this, training a system to provide a set of train-
ing plans that are diverse across different features such as average pace, weekly
distance, longest run — would allow users to have more choice and flexibility in
their training. Achieving training session classification would facilitate more de-
tailed recommendations. To evaluate the training session recommendation, a live
user-study in which the finish-times of runners who adopted the recommended
training interventions were compared to those who did not is necessary.
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2.5 Injury Prediction and Prevention

Obtaining injury labelled data – a runner’s injury history and whether training
breaks were due to injury – would allow for the development of an injury predic-
tion model. Additionally, what type of training leads to secondary injuries could
be determined for runners with a history of injury. Then, training that does not
lead to injury could be recommended when it seems that a runner is behaving
in a way that could lead to injury. Again, to evaluate whether the provision of
injury risk information alters a runner’s training and whether this leads to injury
prevention, a live user-study is required.

2.6 Race-Time Prediction and Pacing Plan Recommendation

The work achieved so far [8] has allowed for predictions to be made earlier in
the training than in [4–7]. However, the race-time predictions were less accurate.
Future work will involve incorporating some of the features used in [4–7] along-
side the method in [8] in an attempt to improve the accuracy, while allowing
for predictions to be made earlier in training. Further exploration of different
features that may act as predictors for marathon-time is also required.

2.7 Timeline

The aim is to release the companion application to collect data for the 16 weeks
leading up to the Dublin marathon which takes place at the end of October 2020.
Following that, this data would be utilised in the previously described proposed
solutions. The subsequent year would involve testing out the personalised train-
ing plan recommendation and whether it led to the achievement of a goal-time in
a live user-study. After that, the models could be adjusted and another live-user
study could be carried out in preparation for the 2022 Dublin marathon. At this
point the final chapters of the thesis could be written up with goal of finishing
in December 2022.

2.8 Expected Contributions

Since the number of people participating in marathons is ever-increasing, fulfill-
ing the research goals identified in this document would be of enormous benefit
to runners in improving how they train, recover, and plan for races. Additionally,
this work could be extended to provide similar perks to recreational athletes in
other endurance sports including cycling, swimming, and triathlons.

2.9 Conclusions

There are many open questions remaining in this work. Some relate to the target
domain of marathon running, others relate to the suitability of the approach to
be taken and the use of case-based reasoning techniques with time-series data.
My hope is that participating at the ICCBR DC will provide me with a unique
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opportunity to present my recent work and current plans in a forum that is
designed specifically to support PhD students. I expect that case-based reasoning
will remain an important feature of my research and as such, the opportunity to
engage with senior members of the community and fellow CBR students is most
welcome and likely to be very useful at this point in my PhD programme.

2.10 Acknowledgements

This work is supported by Science Foundation Ireland Centre for Research Train-
ing in Machine Learning (18/CRT/6183).
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Abstract. Semantic Web technologies have been chosen to structure
and publish data of the Henri Poincaré correspondence corpus and to
provide a set of tools for exploiting it. Two major issues have arisen
during this work. The first one is related to the manual editing of triples
in order to populate an RDF database. It is a tedious task for users with
an important risk of error. That justifies the development of a dedicated
tool to assist them during this process. It uses and combines different
methods which are presented in this article. The second issue is related
to the exploration of the corpus database. The need of an approximate
and explained search has emerged. An engine based on the application
of SPARQL query transformation rules has been designed. Different
research tracks are considered to pursue this work which intends to apply
in other contexts than the Henri Poincaré correspondence corpus.

Keywords: case-based reasoning, Semantic Web, content annotation,
explained and approximate search, RDF(S), digital humanities

1 Introduction

The Henri Poincaré correspondence corpus is composed of around 2100 letters
and gathers scientific, administrative and private exchanges. These letters are
available on the website http://henripoincare.fr which was created and is
managed with the CMS1 Omeka S [1]. In addition to the Omeka S environment,
Semantic Web technologies have been applied to this corpus.

Resource Description Framework (RDF [4]) allows the representation of data
by using a labeled directed graph. It is based on the use of triples of the form
〈subject predicate object〉. For instance, 〈letter11 sentBy henriPoincaré〉
states that letter 11 has been sent by Henri Poincaré. RDFS Schema is ex-
tending the RDF model by introducing a new set of classes and properties. It
allows to create a hierarchy between classes (using rdfs:subclassof) and prop-
erties (using rdfs:subpropertyof). rdfs:domain (resp. rdfs:range) applies
for a property and adds a constraint about the type of the resource which is in

1 Content Management System
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subject (resp. object) position for a triple. Different inference rules which use
these properties are considered [2]. SPARQL is a query language for RDF data
which is a W3C2 recommendation [5]. For the sake of readability, its specific
syntax is not presented here. In the remainder of this article, queries are pre-
sented in an informal way. Manual Semantic Web data editing (i.e. creating the
triples) is often a tedious task which may cause errors of different kinds. A sug-
gestion tool combining the use of Semantic Web technologies with a case-based
reasoning (CBR [6]) methodology is explained in Section 2. The use of SPARQL
querying is sometimes not satisfactory to exploit this corpus. A tool associated
with a language, named SQTRL (SPARQL Query Transformation Rule Lan-
guage) have been designed to enable flexible querying [3]. This mechanism as
well as different future works are presented in Section 3. Section 4 concludes.

2 Assisting human annotation for Semantic Web data
editing thanks to a CBR methodology

2.1 Proposal of an annotation tool

A tool including an autocomplete mechanism has been created to assist users
during the annotation process. It enables the visualization and the update of
RDF databases. An annotation question corresponds to a triple for which 1,2 or
the 3 fields are unknown, and for which a field is currently being edited. For ex-
ample, consider the annotation question 〈letter11 sentTo ?o 〉. The objective
here is to provide appropriate suggestions by listing and ranking the potential
values for the object field. 4 versions of the editor have been implemented and
use different approaches to order the suggestion list.

The basic editor uses the alphabetical order to rank the potential values.
The deductive editor benefits from the knowledge about the rdfs:domain

and rdfs:range of the properties defined within the ontology. For the running
example, as Person is range of the property sentTo,3 this knowledge is used to
favor the instances of this class.

The case-based editor follows the case-based reasoning methodology(CBR [6]).
Information from situations similar to the current annotation question is reused.
An annotation problem xtgt is composed of an annotation question and a context
which corresponds to the set of edited triples related to the resource currently
being edited. The annotation problem is defined as follows:

xtgt =

question: 〈letter11 sentTo ?o 〉

context:
〈letter11 sentBy henriPoincaré〉
〈letter11 hasTopic écolePolytechnique〉
〈letter11 quotes paulAppell〉

A solution ytgt corresponds to a value for ?o. The RDF database D is defined
as the case base. Each resource of D is defined as a source case xs and is used
2 World Wide Web Consortium
3 According to the Henri Poincaré corpus ontology.

13



to propose a candidate solution ys. The method consists in retrieving the most
similar resources in the case base. SPARQL querying is used in that context. An
initial query Q is created to retrieve the resources whose context is the same as
the one of letter11. However, it is uncommon to find two resources with the
exact same context. The SQTRL tool [3], whose functioning is detailed in the
following section, is reused in this application framework. Using this tool allows
the generation of a new set of queries which can be executed to find resources
that partially match the context of letter11.

The combination editor combines the use of RDFS deduction with CBR.

2.2 Evaluation and results

Two different evaluations, which include a comparison of the different versions
of the suggestion system, have been carried out. The RDF graph of the Henri
Poincaré correspondence corpus GHP has been used as a test set.

The first evaluation is human-based: a user works with the dedicated tool to
edit a set of unpublished letters. The user feedback has been collected through a
survey in which he has been asked to attribute a score to measure the efficiency
of the different versions. The second evaluation is automatic through a program
which computes measures to compare the different versions for similar annota-
tion questions. Several edited triples have been randomly extracted from this
database graph and have been used to simulate annotation questions for which
the answers are already known. The results show that the combination editor is
the most efficient, and this for all the properties of the evaluation. Combining
the use of RDFS knowledge with a CBR methodology is an appropriate solution
to rank the potential values in a efficient way.

3 Approximate and explained search

3.1 SQTRL

SQTRL is a tool which has been designed to manage approximate search and
has proven useful in different contexts including the search in the Henri Poincaré
correspondence corpus and the case-based cooking system Taaable [3]. Users
can configure SPARQL query transformation rules which can be general (e.g.
property and class generalization, triple removal, etc.) or context-dependent (e.g.
exchange of the sender and the recipient of a letter, substitution of a person by
one of his/her colleagues, etc.). An application of a rule r to a SPARQL query
Q for a given RDF database D could generate a new query QN . The execution
of QN on D may return a different set of results than the execution of Q on that
same database. A search tree can be explored, starting from the initial query
Q, by applying one or several successive transformation rules. To each rule is
associated a cost (defined as a constant integer) which corresponds to a query
transformation cost. By defining a maximum cost, it is possible to limit the
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depth of the search tree exploration. Let Q be an example of a query formulated
by a historian to query the database of the correspondence corpus DHP :

Q =
“Give me the letters sent by henriPoincaré
to a physicist with optics
as a topic between 1880 and 1890.”

The queries {Q1,Q2,Q3} correspond to queries generated at depth 1:

Q1 =

“Give me the letters sent by
a physicist to henriPoincaré
with optics as a topic
between 1880 and 1890.”

Q2 =

“Give me the letters sent
by henriPoincaré to a
scientist with optics as a
topic between 1880 and 1890.”

Q3 =
“Give me the letters sent by henriPoincaré
to a physicist with optics
as a topic between 1875 and 1895.”

Q1 is generated by applying a rule which exchanges the sender and the re-
cipient of the letter. An object class generalization rule replaces Physicist in
Scientist and generates the query Q2. Q3 is generated by applying a rule
which extends the temporal bounds of the query. Other rules could be applied
to Q. Moreover, depending on the maximum cost which has been set, the tree
exploration can be continued to generate other queries.

3.2 Future works and research plan

Works related to this approximate and explained search mechanism are fre-
quently being discussed with historians of science. The objective is to provide
tools which would assist them efficiently for the study of the Henri Poincaré
corpus and which may be applied in other contexts. At this stage, different re-
search tracks are considered and these discussions should be pursued in order to
identify the main concerns and specify the research plan.

A first issue is related to the representation of transformation rules which does
not insist on the explainability of this mechanism. Moreover, it could be relevant
to include user preferences to favor the application of some rules in given situa-
tions. The application of a CBR methodology could be useful to store and reuse
successful transformation paths. Another issue is related to the management of
the costs associated to transformation rules. These have been set subjectively
(defined as constant integers) for a first set of rules. It could be relevant to con-
sider it as dependent on the resources occurring in the SPARQL query on which
the rule is applied. The CBR community could be helpful here: the issue is to
find how to assess similarity between resources to propose a method adapted
for the context of the Henri Poincaré correspondence corpus graph. Other issues
are related to the application of these transformation rules. As an example, a
limitation is related to the occurrence of some unnecessary compositions of rules.
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Consider the example presented in Section 3 in which the query Q is generated
into a query Q1 by applying a rule which exchanges the sender and recipient of
the letter. Currently, nothing is done to prevent the application of the same rule
on Q1. It is thus possible to generate, at depth 2, a query Q11 such as Q11 = Q.
A way to prevent such a situation should be explored.

4 Conclusion

Semantic Web technologies have been used to exploit the Henri Poincaré corre-
spondence corpus. In that context, several issues have arisen. A tool has been
proposed to assist users during the human annotation process. It benefits from
the use of RDFS deduction and from the application of a CBR methodology.
A human and an automatic evaluation have been carried out for this system
and have shown positive results. Another issue is related to the need of an ap-
proximate search mechanism. The SQTRL tool proposes a method based on the
use of SPARQL query transformation rules. However, the work related to this
mechanism should be pursued in order to propose tools and methods suitable
for the Henri Poincaré correspondence corpus and which can be reused in other
contexts. The use of a CBR methodology is considered to achieve this goal and
respond to some issues which have arisen.
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Abstract. The research aims to create a platform that will enable find-
ing the most efficient capital investment in Spanish companies that do
not operate in the stock market. The objective is to maximize the possi-
bilities of good investments through different Artificial Intelligence (AI)
techniques as well as to allow diversification according to investments
made by similar investors. Currently, a wide variety of methodologies
are used for company valuation at investment level, especially those that
take into account financial statements oriented to fulfill the investor’s
preferences. However, there is no method that would be capable of pre-
dicting, with full certainty, the future success of an investment.

Keywords: Company valuation · Capital Investment · Machine Learn-
ing.

1 Research Summary

The project aims to create a system for the identification and recommendation
of efficient capital investments. The platform will be oriented either to potential
investors and companies; the platform architecture is described in figure 1. In
the defined architecture, recommendations are made according to an investor’s
profile and the companies interested in receiving investment capital. To this end,
it is important to identify the preferences of an investor taking into account that
they differ greatly from one investor to another; and also depending on the stage
of the company in which they usually invest [6]. Currently, a wide variety of
methodologies are used for company valuation [2], especially those that take
into account financial statements. However, there is no method that would be
capable of predicting with full certainty, the future success of an investment or
the most appropriate investment for a given investor. The purpose is also to
recommend investments based on previous investments made by investors with
a similar profile and economic interest.

A problem that tries to overcome that research is to propose a platform
with proven information to avoid the lack of transparency [4] and to uniform
information of private companies in the Spanish enterprise investment environ-
ment. Companies that do not operate in the stock market are not exposed to
a public audit and valuation of their financial statements, which makes it more
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Fig. 1. Platform phases

complex to be able to analyze them in a transparent way. Therefore the platform
will allow potential investors and companies that require investment to obtain
information from many sources which will permit to contrast and compare in-
formation in order to find the most verified information. Today’s investment
environment is very dynamic, and different types of investors have appeared on
the market. Business angels (BA), for example, are a type of investors that view
investment in companies as the alternative to investment in other fields [3]. BA
can be taken as a representative sample for different industries because they
are a rising type of investor in Spain and also the one that can have a lack of
understanding of investment processes [9] and also due to the variety of ways
they consider the investment process. Many variables influence whether a com-
pany is valued for investment or not; those financial methods can be classified in
six groups as proposed by Fernández [1] such as: (1) Balance Sheet, (2) Income
statement, (3) Goodwill, (4) Cash flow discounting, (5) Value creating or (6)
Options. For company valuation, some studies focus on the company’s product
or on its net value derived from cash flows [8], which also could be considered
as an alternative methods. At the product target level, there are currently two
product criteria under which the profitability of an acquisition or holding can be
analyzed [7], namely, the uniqueness of the product on the market and product-
market fit, that is, the degree to which a product satisfies demand. However,
in a business acquisition, merely calculating the viability of the product would
limit the number of potential investments for investors.
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2 Research Plan

The initial defined stages to fulfill the project in terms of data are displayed in
the diagram 2. The first step is the the identification of different sources and the
data storage, the next steps are to pre-process the data, the implementation of
machine learning algorithms and finally to create the visualization.

Fig. 2. Data Research Plan

2.1 Description of progress and challenges

To this point, regarding the first step of the Research Stages, the main sources
that will be used have been identified. Those sources contain three types of
information:

1. General information about the company
2. Financial information

(according to the classification proposed by Fernández [1])
3. List of investors and their attributes

One of the main problems is that the data has been captured from different
sources, and information differs from one to another. For example; a given com-
pany number of employees or description is described in one source with some
numbers, and then in another site, it has another information. This dilemma
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can lead to confusion in the application of algorithms as it would be incorrect to
average the data from different sources. To this end, the use of Natural Language
Processing (NLP) methodologies to merge fields as a description of companies
is proposed for the text fields. Nevertheless, when considering financial compa-
nies’ values, it is not clear which would be the most accurate way to proceed,
and that is where the possibility of incorporating a Case-Base Reasoning (CBR)
methodology for the union of the different fields comes in. This could be treated
as multi-case base reasoning in a similar method as the one proposed by [5]
or to incorporate a hybrid approach that includes Rule-Case Reasoning (RCR)
with CBR as [11] did for diagnosis with expert knowledge. Another interesting
approach which has had very interesting results is to incorporate fuzzy neural
networks into the CBR methodology [10].
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Abstract. Conservation of Underwater Cultural Heritage is crucial to preserv-

ing society's history. This research proposal aims to study and develop Artificial 

Intelligence techniques for the management of submerged archaeological com-

plexes, serving as a supporting tool for decision making. 
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1 Introduction 

The documentation and conservation of Underwater Cultural Heritage (UCH) are 

crucial to preserving society's identity and memory, ensuring its accessibility to pre-

sent and future generations. Conservation methods and processes, from the evaluation 

and analysis of the state of the heritage to restoration activities, still present multiple 

challenges, including the complexity of operating underwater, the lack of regulation, 

policies and resources to cope with the effects of climate change, ineffective protec-

tion of cultural heritage (unsustainable tourism) or the elevated costs. To overcome 

these obstacles, the UNESCO created a treaty, The Convention on the Protection of 

Cultural Heritage Underwater 2001, which establishes basic principles for protection, 

rules for heritage treatment and a system of international cooperation. So far, only 63 

countries have ratified or accepted this document [1]. 

 

 The conservation of submerged archaeological complexes requires the adoption of 

innovative and sustainable solutions that aim not only at preserving them in-situ but 

also at using the available information for decision-making. The use of sensors could 

be one of the most cost-effective practices for assessing the state of tangible heritage, 

facilitating the monitoring of environmental changes. The Internet of Things (IoT) 

refers to the connection of multiple and heterogeneous objects (buildings, machinery, 

vehicles, etc.) with electronic devices (sensors and actuators) through different com-

munications to collect and provide data. This new technology has grown rapidly, 

finding applications in multiple sectors such as energy efficiency, health care, indus-

try 4.0, security and public protection logistics and transport, etc. 
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 The concept of IoT adapted to marine environments is known as the Internet of 

Underwater Things (IoUT) [2-5] and consists of a network of interconnected and 

intelligent underwater objects, such as sensors, probes or autonomous vehicles. To 

support the IoUT, the Underwater Wireless Sensor Networks (UWSN) [6-7] are con-

sidered a promising network system. Since the technologies of communication and 

waterproofing of equipment are in a mature phase, it is an appropriate time to investi-

gate in this field. 

2 Proposed research plan 

This PhD project aims to research on Artificial Intelligence (AI) techniques that sup-

port coordination and management of UCH. These algorithms and models, capable of 

generating knowledge, will be incorporated into a platform based on IoUT technolo-

gies and the Edge Computing paradigm. The platform will integrate information 

stored in databases with data acquired in real time. The different stages of the data are 

displayed in the figure below (Fig. 1). 

 

Fig. 1. Proposed data stages for Underwater Cultural Heritage management. 

 

 

 

The general objective is divided into the following specific objectives: 

 

- To design a database containing environmental factors and parameters in-

volved in the deterioration of UCH (temperature, pH, salinity, conductivi-

ty, marine currents, biological growth, etc.), including existing databases 

and information measured on-site. 

- To study the application of IoUT in cultural heritage conservation. 

- To research on AI algorithms, and to develop predictive models capable 

of quantifying UCH degradation phenomena in a changing environment. 

- To develop a platform integrating a Service-Oriented Architecture (SOA) 

on underwater networks of IoUT sensors. 
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This research is linked to the project Technological Consortium TO develop sus-

tainability of underwater cultural heritage (TECTONIC), which started in February 

2020 [8]. Funded by the European Union's Horizon 2020 programme, its main objec-

tive is the implementation, improvement and evaluation of innovative materials, tech-

niques, instruments and methodologies for conservation, restoration and management 

of UCH. 

 

For the obtention of the PhD degree, the modality initially chosen is "Thesis by 

Compendium of Articles/Publications", in which the student must submit at least 

three articles or chapters published or accepted in journals in the field of research 

chosen. The estimated duration of this research is three years. An Action Plan is being 

defined to ensure compliance with the objectives on time, and a Quality Plan will be 

prepared for the monitoring and evaluation of the research. 

During the first year, a literature review will be conducted on the following topics: 

UCH degradation phenomena, AI techniques, IoUT, UWSN, SOA and Multi-Agent 

Systems (MAS), the Edge Computing paradigm, norms and standards for UCH con-

servation. Additionally, a database including critical environmental factors in UCH 

degradation phenomena will be created. Participation in 2-month research exchanges 

(as part of the secondment plan of the TECTONIC project) are planned for the whole 

PhD duration. The first year these will be dedicated to the collection of data at the 

TECTONIC's pilot sites: Italy, Greece and Argentina. During the second year, AI 

algorithms (classification, clustering and regression, initially) will be studied for pre-

dicting the status of the underwater environment. Moreover, the UCH management 

platform proposed will be designed. The third year will be dedicated to implement 

and evaluate the platform at the pilot sites. 

 

Several resources will be available for the development of the proposed platform. 

On the one hand, the existing resources in the BISITE Research Group, which count 

with an extensive research career in IoT and its applications in different fields [9-14]. 

On the other hand, the connection of this PhD research with the TECTONIC project 

will allow access to its resources, the possibility of implementing the proposed plat-

form in the pilot sites, and the access to educational and training activities. 

3 The role of CBR in UCH management 

 The seabed is a giant museum. Underwater Cultural Heritage includes three million 

shipwrecks, cities and ruins, and thousands of prehistoric sites [15]. Conservation 

methods and restoration activities are still complex and expensive, making almost 

impossible to individually analyse the vast number of submerged historical 

items/sites. In addition, the increasing impacts of climate change continuously threat 

submerged heritage. 

To cope with these challenges, the Case-Based Reasoning (CBR) methodology is 

proposed as a sustainable approach. When a new UCH case is found, it will be com-

pared with a UCH case base of global items/sites previously analysed and restored. 
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The most similar cases will be retrieved from the UCH case base, and the conserva-

tion approach and restoration treatment will be reuse for the new UCH case discov-

ered (after revision). 

4 Progress to date 

This research is at a very early stage. The past few months have been dedicated to 

reviewing the literature, although several more months will be needed to complete 

this phase. The first research exchange was programmed for the summer of 2020. 

However, due to the health crisis caused by the COVID-19, the secondment plan of 

the TECTONIC project will change, affecting the PhD timing schedule. 

So far, dissemination activities include the submission of a paper for the 17th In-

ternational Conference on Distributed Computing and Artificial Intelligence (DCAI); 

and the preparation of two Doctoral Consortiums (DCAI and ICCBR). 
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Abstract. In this work design science research process is used to create
a novel computational platform called RYEL to captures and processes
the interpretation and assessment made by a judge about facts and proof
to analyze a case. We investigate about explanatory computational and
legal explanations models related to the inferences obtained by the plat-
form. Case-Based Reasoning (CBR) is used for handling cases.

Keywords: Case-Based Reasoning (CBR) · Explainable Artificial Intel-
ligence (XAI) · Interpretable Artificial Intelligence · Semantic Networks
(SN) · Knowledge Graph (KG)

1 Introduction

Design science research process proposed in [1], was used to generate RYEL wich
is platform based on analysis and research develop in [2], [3], [4], [5], within a
legal context. RYEL captures and processes the interpretation and evaluation
made by a judge about facts and proof, stores it in a Knowledge Representation
(KR) [6], and information about laws and norms is generated in order to support
decision making [7].

RYEL implements Semantic Networks (SN) [8], [9] through Knowledge Graphs
(KG) [10], [11], [11], [12], [13] graphically in order to capture and represent the
judge’s knowledge structures [14]. The graphics techniques are interactive to
represent and process information related to the interpretation and assessment
made by a judge. The techniques allowed us to investigate about interface ac-
cessibility problems related to explanatory computational models [15]. In this
way we have been able to investigate about the legal explanations related to
the inferences [15] obtained by the platform. RYEL incorporates granular data
into nodes and edges and graph algorithms; This allows us to investigate about
interpretation [16] made by a human in a given context, a legal one in our case.
Case-Based Reasoning (CBR) [17], [18], [19], [20] is used in order to have a
methodological process to manage the case library.
? Acknowledge supervisors from Costa Rica: PhD. Juan José Vargas (Computing Sci-
ence - AI) - director, PhD. Arturo Camacho (Computing Science - AI) - advisor,
PhD. Alvaro Burgos (Law and Criminal Sciences) - advisor. Acknowledge supervisors
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institutions: BISITE-USAL, Spain and UCR, Costa Rica.
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A new method is develop called Interpretation-Assessment / Assessment-
Interpretation (IA-AI) consisting in explaining why a machine inferred informa-
tion in the way it did and why a user interpreted and assessment something in
the way he did. The platform has an explanatory and interpretive nature and
could be used in other domains of discourse, some examples are: (1) the interpre-
tation a doctor has about a disease and the assessment of using certain medicine,
(2) the interpretation a psychologist has from a patient and the assessment for
a psychological application treatment, (3) or how a mathematician interprets a
real world problem and makes an assessment about which mathematical formula
to use. However, now we focus on the legal domain. An exploratory search of
bibliographic information between 1986 and 2017 was carried out, and to date
no work similar to ours was found, but related works.

2 Problem outline

The proposed system contributes to answering the problem of representing the
teleological structure in case-based legal reasoning from Berman and Hafner
in [21] where Ronald Loui handle it like a computational “challenge”, which
we understand as an open problem and he explains it as “... an ontological
challenge for the next decades of AI and Law” and consists of processing legal
cases using “patterns of interpretation” which are data with a structure that
is repeated within a set of information and refers to the way in which a judge
understands the laws and factors [16]. Factors can be facts and proof, and the
“ontological” concept refers to the formal definition of properties, types and
relationships between entities, that is, between objects, existing in the domain
of legal discourse. Baude and Sachs restates the problem in [22] as "the law
of interpretation" which consists of trying to explain the norms, precepts or
principles that govern human interpretation and determine if they are valid and
how much influence they have in a case.

Research question: How to capture and represent the processes of interpre-
tation and assessment that a judge makes of the annotations of a file and apply
Case-Based Reazoning (CBR) on these processes to generate recommendations
prior to the resolution of a case related to jurisprudence, doctrine and norms in
different legal contexts? The analysis a judge performs is absolutely subjective,
and may differ, depending on the person who performs it, the time it is carried
out, the stage of the judicial process in which it is carried out, the type of judicial
office in which it is carried out, type of country and type of case (just to mention
a few examples).

Traditional forms of Case-Based Reasoning (CBR) have been successful in
areas of Common Law or in similar legal fields for legal cases [18] [19] [17], cre-
ating algorithms for indexing legal cases [23], working with legal arguments [24],
making comparison of legal concepts [25], using case-based argumentation [26],
or in applications where a solution for a case is somehow previously outlined
[27] [28] [29] [30] [31], or working with case events [32], therefore the conse-
quent is to follow its trend to solve future problems. However, when a legal
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framework such as Civil Law takes place, and cognitive process of judge’s in-
terpretation is demanding when working in-depth with facts and evidence, the
solution depends on a subjective professional criterion making traditional appli-
cation of case-based reasoning methods difficult to apply in the judge dynamic
environment; it is when interpretation and assessment come into play, which are
fundamental for legal case reasoning and explanation. These are the bases that
promote the Explainable Artificial Intelligence (XAI) in our investigation about
interface accessibility [15] and explanation [33] related to the facts and evidence
on Civil Law framework.

Traditional machine learning algorithm, for example, Bayesian Networks for
legal cases explained by Kevin A. in [20] is not sufficient due to the bias that
occurs when working with uncertainty. Lets consider a disease and symptoms,
with a Bayesian Network we could represent the probabilistic relationship be-
tween them, so, given some clinical or pathological picture we could compute
the probability of the existence of various diseases. Now, Bayesian Network can
be seen as an extension of propositional logic allowing reasoning with hypothe-
ses, that is, propositions whose truth or falsity are uncertain. Thus, How can
be obtained the doctor’s interpretation about the patient condition and disease,
and how can be explained the assessment does the doctor make to prescribe a
medicine?, the answer is, it can’t be.

3 Methodology and evaluation

For building the case-base library using knowledge extraction is employed "Grover"
methodology [34] to build a semantic structure [35], [9] based on knowledge
graphs [36], [6]. Design science research process [1] is used to complete retrive
(script patterns, graph algorithms), reuse (laws and norms), revise (knowledge
graph) and retain (graph features) process.

4 Conclusions and further work

The platform is approaching to answer the research question posed by Ronald
Louis [16]. Currently it is necessary to increase the testing with more judges and
rule out any false positive results and include more countries for testing.

A disruptive data analysis strategy uses ordinary technology in a non-ordinary
way for the legal domain. These helps to promotes and generates scientific re-
search contributions to the computing field.

In future the use of Case-Based Reasoning and Community Detection in the
graph will help to evaluate facts or proofs clustering to improve retrieval process.
Case-Based Reasoning and Partitioned Distributed node could improve the reuse
laws related to a case, for example, Triangle Counting/Clustering Coefficient
algorithms.
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Abstract. In the stock market, there is a chain of factors impacting each other, 

and this complex network affecting the trends and values in the stock market. 

When a new event happens, the experts will analyze the effect of this new event 

on the environment and predict the action with the maximum of winning or the 

minimum of losing. Hence, the time and the amount of available information 

plays the most significant role in having a better analysis. In this paper, I am 

proposing to consider this tremendous complex environment of the stock market 

into a case-based reasoning model as a knowledge-base, designed by the expert. 

It holds a set of rules defined by the previously taken actions in different situa-

tions and circumstances of the stock market. The aim is to use this CBR model 

for automatizing the process of decision making. Social media platforms are an 

enormous source of information by allowing users to share news and express 

their thoughts and feelings. By understanding this data and evoke the concepts, 

the knowledge will be derived. I propose a tool for obtaining information ac-

quired from social media for fundamental analysis, which is relying on the infor-

mation related to the actual events happening in the world and microeconomics 

and macroeconomics indicators. The purpose is to maintain more knowledge ex-

tracted from social media as an additional source of information to make a more 

precise analysis, and therefore, better recommendations.  

Keywords: Case Based Reasoning, CBR, Social Media, Stock Market, Funda-

mental Analysis, Social Network Analysis, Influencers, Prediction, Machine 

Learning, Natural Language processing, Text Mining, Recommender Systems, 

Knowledge-Based Systems. 

1 Introduction and Related Work 

For understanding the idea which we will present in this paper, some primary 

knowledge needs to be discussed for better understanding and in each section, some 

related work has been reviewed. First, in subsection 1.1, Cased-Based Reasoning has 

been discussed. In the next subsection, 1.2, we are going to give an introduction about 

the stock market analysis and the different techniques for doing that. Next, in subsection 

1.2, we discuss the social media information and the importance of using this data. And 

in the last subsection, we will introduce NLP (Natural Language Processing) and talk 

about its abilities. 
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1.1 Case-Based Reasoning 

Case-Based Reasoning (CBR) is an automated reasoning and decision-making pro-

cess which solve new problems through the previous experiences that has been done 

before in solving the past problems. CBR model is a set of simple queries and the pos-

sible actions. The new cases like the query will be retrieved from the database and then 

their solutions will be applying to the new problem [1]. 

Hiral R. Patel et al. proposed a recommendation model gaining profit the facility of 

e-Social network analytical study. In this work they focus on the network of economic 

consultants to build the case-based reasoning model to help the non-professional inves-

tors continue investing considering the knowledge of the experts [2]. 

1.2 Stock Market Analysis  

Stock market prediction is all about the methods to use for predicting the value of a 

company stock. Predicting the trend of the stock market is one of the hot topics of all 

time. this predictive analysis can be done in 3 ways: Data Mining Analysis, Technical 

Analysis, and Fundamental Analysis techniques [3]. We will discuss them all below. 

1.2.1 The Data Mining analysis  

Case-Based Reasoning (CBR) is automated reasoning and decision-making process 

which solves new problems through the previous experiences that have been done be-

fore in solving the past problems. CBR model is a set of simple queries and possible 

actions. The new cases like the query will be retrieved from the database and then their 

solutions will be applying to the new problem [1]. 

Hiral R. Patel et al. proposed a recommendation model gaining profit from the facil-

ity of e-Social network analytical study. In this work, they focus on the network of 

economic consultants to build the case-based reasoning model to help the non-profes-

sional investors continue investing considering the knowledge of the experts [2]. 

1.2.2 The Fundamental Analysis   

The Fundamental Analysis is relying on the information received from news, prof-

itability, and macroeconomic indicators like EBITDA, P/E, income, return on equity, 

and dividend yield. So, the fundamental analysts will buy/sell the stock when the in-

trinsic is greater/lower than the market price; even though, the defenders of EMH argue 

that the intrinsic value of a stock is always equal to its current price [7]. 

1.2.3 The Technical Analysis  

The Technical Analysis refers to analysis methodology for forecasting the trend and 

direction of stock market prices, using the historical data of the stock market, primarily 

price and volume. In other words, technical analysis makes predictions based on math-

ematical indicators built from the stock market [8]. It does not use the intrinsic value of 
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the stock market, instead, it manipulates tables, graphs, and analytical tools for predict-

ing the movements in the price [9]. 

1.3 Social Media 

By the advancement of technologies and artificial intelligence, social media frame-

works got more and more popular. It’s an easy way for the users to share the moments 

of their lives day by day [10]. Therefore, it is understandable that nowadays it’s a part 

of the routine life of almost everybody. In other words, the content on social media can 

be considered as an infinite source of information. Understanding the content and ex-

tracting knowledge is a huge advantage because all these interactions happen in real 

time. Therefore, it is possible to consider all the events without missing any infor-

mation. 

1.4 Text Mining and Natural Language Processing (NLP)   

Text mining is deriving meaningful information from a natural language text. On the 

other hand, Natural Language Processing (NLP) is a branch of artificial science. It an-

alyzes the written texts automatically without human intervention [11]. There are two 

major components of NLP; Natural Language Understanding and Natural Language 

Generation.  

Natural Language Understanding refers to mapping input into natural language into 

useful representations and analyzing those aspects of language. However, Natural Lan-

guage Generation is the process of generating meaningful phrases and sentences in the 

form of natural language from some internal representations. In general, the purpose of 

NLP is to make the machine read, understand, and derive meaning from the human 

language. For doing this, the texts need to go through different processing, such as To-

kenization, Stemming, Lemmatization, POS Tags, Named Entity Recognition, and 

chunking [12]. After applying all these steps, the proper algorithms should be consid-

ered to obtain the logic and the true meaning of the text. For instance, Semantic analysis 

describes the process of understanding natural language [13] or Sentiment Analysis 

which is the process of extracting the polarity of the text; how positive, negative, or 

neutral is the text [14]. 

This paper has been organized as follows: In Section 2, I describe the proposed 

method, I present a novel architecture for adding more information to the Technical and 

Fundamental Analyses. And in section 3, I talk about the conclusion and the results of 

using these architectures. And finally, I will have the References. 

2 Proposed Method 

As has been discussed in the previous section, the content on social media can be 

considered as an infinite source of information. This design is focusing on Twitter 

which is the most news-friendly social media platform. Twitter has a unique character-

istic among all social media platforms. In Twitter, users can share their opinions and 
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viewpoints by tweeting or reacting to each other's tweets 

pushing like button or leaving a comment. The tweets may 

contain text, pictures, videos, or links. Also, users can 

share other users' tweet statuses by retweeting. The data 

related to the tweet and some information about the profile 

is available in an entity called Tweet Object, on the JSON 

format. In this paper, I am going to present an architecture 

for extracting data and analyze the data into meaningful 

information to understand the semantic of the tweets for 

analyzing the stock market, using this interpreted infor-

mation [15]. 

 The proposed architecture is presented in Fig. 1. This 

design aims to detect an event from social media in real-

time moreover make convenient recommendations due to 

the detected event. This architecture consists of four differ-

ent stages. The first step is to keep track of information by 

monitoring the public content news profiles share. on the 

next step, a new event will be detected, then the event will 

be processed for understanding the sense of the event. This 

step contains a few steps, text preprocessing, Text prepar-

ing and Exploratory Data Analysis, Text Representation 

and Feature Engineering, Modeling or Pattern Mining, and 

Evaluation and Deployment. and on the last step, the rec-

ommendation system will suggest actions based on the 

combination of the discovered information and the features 

related to the fundamental analysis like microeconomics 

and microeconomics indexes and so on. 

3 Conclusion and Future Work 

In this paper, I explained the idea of using social 

media as a great source of information. Also, I proposed a novel architecture to obtain 

extra knowledge in Fundamental Analysis. Our method is linking NLP techniques, 

Graph Network Analysis, Behavior Mining, Feature Extraction Strategies, and 

Machine Learning and Reasoning. After analyzing additive data, new features will be 

associated with the current methods of Fundamental Analysis, and finally the 

recommendation system will give pieces of advice based on the derived information 

and the knowledge-base made by an expert of fundamental analysis.  

I believe that by applying this additional source of information and using extra 

information from social media, understanding the flow of information, discovering new 

events,  and automatizing the procedure in a time so close to the real-time, I will have 

more precise predictions, and therefore more beneficial recommendations as well as 

fewer costs of human resources by making a knowledge-based model trained with the 

knowledge of the experts. 

Figure 1 Proposed Architecture of the Recommender sys-

tem doing Fundamental Analysis 
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Abstract. Natural Language Generation from structured information
is a common use-case in various business processes. Automatically gen-
erating human-like text is a challenging task because grammatical rules
are complex and evaluation of the generated text is also not easy. A text
generation system is evaluated on the grounds of accuracy, readability
and diversity at the same time. Apart from all this, businesses processes
suffer from the problem of cold-start as well. In this research, I aim to
develop hybrid systems for text generation from structured information
using Textual Case-Based Reasoning and Deep Learning. The generated
texts will be evaluated using novel metrics capable of measuring accu-
racy, readability and diversity. Also, I aim to develop novel Information
Extraction techniques for case-base generation from unlabelled data.

Keywords: Natural Language Generation • Deep Learning • Textual
Case-Based Reasoning • Text Evaluation • Case-Base Development

1 Introduction

The evolution of the web has led to an enormous growth in the amounts of
data and information available for organisations to employ in their everyday
operations. Different business processes such as medical analysis, compliance
requirement management, anomaly reporting require a lot of textual documents
to be processed in order to produce effective results. Applying novel Natural
Language Processing and Text Mining techniques to these document analysis
tasks can reduce human effort and error, thus reducing the overall cost.

Automatic generation of natural language text can be one such task. Natural
Language Generation (NLG) can be broadly categorised into two different tasks:
text-to-text generation, where natural language text is generated from a textual
input only; and data-to-text generation, where text is generated from a non-
linguistic and structured input [3]. In this PhD project I aim to work towards
the data-to-text generation tasks. Through academic research I wish to solve the
problems involved in real-world applications, such as smart home automation -
where the requirement can be to summarise a huge amount of tabular data
generated from sensors in textual format.
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One approach for such tasks can be using a standard abstract template with
some pre-defined attributes available as slots to be filled by corresponding values.
But a generic template results in repetitive text and is unsuitable for complex
scenarios. Textual Case Based Reasoning (TCBR) provides an opportunity to
develop dynamic templates with diverse text using previous solutions on similar
problems [1,4]. After the advancements in Deep Learning (DL), neural methods
capable of learning the semantic relation between data and text through iterative
training on large datasets have also become popular [5,7].

The effectiveness of a data-to-text generation system is measured in terms
of accuracy, readability and the diversity of texts generated from the system [3].
The generated text should be accurate in terms of including the information
provided while maintaining diversity in different generations for similar kind of
input. The system should also respect the grammar rules of natural language
and texts should be readable as if it was written by a human.

Apart from this, the real-world applications suffer from the problem of cold-
start as well. When the employed systems receives the data from a category that
wasn’t seen during training phase - it may perform inadequately. For example, a
system trained for summarising the regulatory information of industrial equip-
ment may not perform very well for a new equipment which wasn’t available
during training time.

Most of the methods proposed in academic research don’t consider these
special cases and thus often suffer to accomplish the desirable result when applied
to real-world applications. Through this research, I wish to push the boundaries
of academic research and develop effective NLG systems that can work in a
cold-start scenario.

2 Research Question and Objectives

This research will explore the problems involved in Natural Language Generation
(NLG) from structured information (or data-to-text generation) for business
processes in a cold-start scenario. The primary research question for this project
will be - “Can Deep Learning improve NLG performance for business
processes in a cold-start scenario?”. I hope to meet the following objectives
in order to answer the research question:

O1 Develop novel data-to-text generation techniques for cold-start scenario.
- TCBR methods offer accurate text generations with limited data but

may fail in complex scenarios.
- DL methods offer diverse and fluent texts but require huge amount of

labelled data for training.
O2 Propose new evaluation techniques keeping accuracy, readability and di-

versity into account.
- Human evaluation is always best but very expensive to get - need of

automated evaluation metrics.
- Case Alignment techniques used in CBR methods are specific to CBR

and cannot be applied to other generation methods.
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- Popular metrics based on n-gram overlap such as BLEU and ROGUE
scores prefer readability over accuracy.

O3 Develop effective methods to generate case base.
- Different techniques will have different data requirements which needs

to be catered with minimal cost involved.
- Manual labelling is very expensive and also time consuming, whereas

automated labelling techniques are fast but lack precision.

3 Proposed Research Plan

3.1 Text Generation

TCBR methods often generate accurate texts with small amount of labelled
data given for training. But these templating methods often tend to make gram-
matical mistakes such as: using ‘he’ or ‘she’ as pronoun when the subject of the
sentence is ‘female’ or ‘male’ respectively; or, using one ‘.’ instead of two ‘..’ at
the end of ‘His name is Neymar Jr.’ [6]. Although most of these errors can be
handled by adding different rules for adaptation process, but it’s hard to define
rules for every possible scenario.

On the other hand, DL methods trained on lots of labelled samples offer
much more diverse and grammatically correct texts. But these DL systems may
hallucinate by generating misleading and non-cohesive texts [7]. DL methods can
also be used for solution adaptation after generating text using TCBR. Neural
models trained for grammatical correction can be transferred into our use-cases
to eliminate the requirement of defining rules for solution adaptation. A survey
on the developments in DL methods for data-to-text generation tasks can be
explored to identify their drawbacks in a cold-start scenario.

In a cold-start scenario, where labelled data is collected as a part of the
process - lazy learned TCBR systems can be a better option instead of end-to-end
trained Deep Learning systems. Since, TCBR systems learn from the previous
experience when a target problem is received, it will be easier to incorporate
new labelled samples (generated during the process) into the decision making
process, rather than retraining the whole model from scratch as required for DL
systems. Thus, a two-step approach can also be explored where at the initial
stage - TCBR methods are used for text generation with few labelled data, and
as the labelled data is generated by time - DL methods can be employed for
diverse generations.

3.2 Evaluation of Generated Text

Human evaluation is undoubtedly the best evaluation metric for NLG, but is
expensive and inconvenient. Automated evaluation metrics for different NLG
systems still remain an ongoing challenge. For this, novel Case Alignment
techniques for CBR methods will be explored addressing the current drawbacks.
One such measure using discounted cumulative gain is proposed in recently ac-
cepted paper at ICCBR 2020.
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The case alignment techniques have a demerit - they can only be used for
the CBR systems. Accordingly we plan to develop evaluation metrics that are
agnostic of the text generation method. i.e. metrics can be used with both neu-
ral and CBR methods. A new family of Extractive Evaluation methods cab
be developed. The motivation is to use Information Extraction (IE) techniques
to extract the useful entities from generated text and matching them with the
structured information provided as input. They have recently gained some pop-
ularity for the evaluation of different neural text generation systems [7,5]. A
similar technique, “Average Attribute Error”, was used in the accepted pa-
per at ICCBR 2020, where we compared the number of features included in the
generated text with the provided input.

3.3 Case-Base Development

For the initial development of case-base, a domain expert may require to man-
ually label few samples from the pool of unlabelled samples. Selecting the most
informative samples from the pool of unlabelled samples for manual labelling
will result in the gain of better performance with lesser data, instead of random
sampling [2]. For this objective, Active Learning can be explored to gain better
performance with lesser data labelled data. After we have few labelled samples,
different IE techniques such as: text classification; or named entity recognition
can be used for Automated Sequence Labelling to generate more labelled
samples from unlabelled documents.

3.4 Data

There are several public datasets available for data-to-text generation problems.
These public datasets can be used to simulate a cold-start scenario where each
sample in the training set will be marked with a timestamp. A small list of
publicly available datasets is given here:

1. Boxscore: The dataset consists of NBA basketball game box and line scores
with a summary of the game 1.

2. E2E: The dataset is a crowd-sourced description of restaurants aligned with
the summary of that description 2.

3. WebNLG: RDF triple aligned with textual paragraphs summarising the
information in those triples 3.

I’ll also try to contact industrial experts for gaining access to their real-
world data. It might not be possible to publicly distribute the data but the
different algorithms developed using that data can be surely published. As of
now, I have an Obituary Dataset available which is a collection of obituaries
1 https://github.com/harvardnlp/boxscore-data/
2 http://www.macs.hw.ac.uk/InteractionLab/E2E
3 https://webnlg-challenge.loria.fr/challenge_2017/#data
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from Scotland aligned with the structured representation of details about the
corresponding deceased person. The data is used in my current accepted paper
at ICCBR 2020, more details about the paper in next section.

4 Current Progress

I am currently at the initial stage of my research: reviewing the current litera-
ture for all three objectives parallely and developing my research methodology. A
paper on automated Natural Language Generation for obituaries has been
accepted at ICCBR 2020. The paper presents a case-based method for generat-
ing obituaries which is then evaluated using a novel case alignment metric. The
CBR method is developed using an initial case-base containing 100 manually
labelled samples. Using this obituary generation data I plan extend the case-
base with the help of active learning as well as different information extraction
techniques.

Another paper on Text Classification has been accepted at IEEE CEC
2020. The paper uses an ensemble of different machine/deep learning classifiers
and representation weighted using PSO for predictions. Experimental results
exhibit the advantage of our method over several state-of-the-art text classifi-
cation algorithms on smaller datasets. This idea will be particularly helpful in
the automated labelling of textual documents for the expansion of case-base and
aligns with the third objective.
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Abstract. Case adaptation largely determines the flexibility of a Case-
based Reasoning (CBR) system by potentially providing unseen solutions
adapted from stored knowledge. Traditional case adaptation is done a
single-step process, attempting to modify the retrieved case to be closer
to the query at hand by certain adaptation rules. A CBR system can
modifying a retrieved case multiple times using multiple rules, result-
ing in a chain of adapted cases and adaptation rules, or an adaptation
path. This research proposes techniques to enable to robust adaptation
(ROAD) for the building of adaptation paths. Moreover, the adaptation
paths built offers introspective learning opportunities to improve aspects
of the CBR system other than the case adaptation process.

Key words: adaptation path

1 Introduction

The coverage of case base and the potent of case retrieval underline the perfor-
mance of a CBR system by correctly finding a similar case for a given query. On
the other hand, case adaptation is a critical component determining the flexi-
bility of the system, by adapting the retrieved case when its solution does not
solve the query [6]. Case adaptation is also one of the more difficult and less
studied processes in CBR. One major breakthrough in case adaptation is the
introduction of case difference heuristic [4], which uses pairs of cases to generate
adaptation rules. A rule is composite of the problem difference and the solution
difference between a pair of cases. If the problem difference between a retrieved
case and a query matches that of a rule, then the CBR system can apply the
solution difference to the retrieved case and generate a potential solution for the
query.

However, the traditional adaptation process by applying single rules might
not suffice in many situations. This can happen when not enough adaptation
rules are stored or when the query is novel such that even the most similar
case in the case base cannot be adapted to solve the query [5]. A multi-step
adaptation is one way to extensively adapt cases toward the query where a case is
adapted by multiple rules, one at a time, resulting in a chain of adapted cases and
the corresponding adaptation rules used. Such a chain is the adaptation path.
Adaptation paths are previously discussed by D’Aquin, Lieber, and Napoli [2],
Badra, Cordier, and Lieber [1], and Fuchs et al. [3].
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2 Proposed Approach

Following the existing works, this research proposes robust adaptation (ROAD)
to aid the building of adaptation paths. After the case retrieval process, the
case retrieved is supposedly the nearest neighbor to the query. Based on the as-
sumption that each adaptation rule may introduce error and computational cost,
shorter adaptation paths are preferred over longer ones. Therefore the problem
of adapting a retrieved case to a query can be transformed into a shortest path
finding problem from the retrieved case to the query.

The core of ROAD (in its current design) has three aspects: 1) Heuristics for
initializing and pursuing multiple adaptation paths concurrently; 2) Heuristics
for extending a single adaptation path and terminating it when appropriate; 3)
Heuristics for upholding the reliability of adaptation paths by resetting a path
to a stored case [5].

The resulted adaptation paths from ROAD also provides introspective learn-
ing opportunity for the CBR system: 1) When the heuristics correct an adapta-
tion path by resetting to another stored case, it shows that the initially retrieved
case is harder to adapt to the query than the reset case; 2) The accuracy of the
final result of an adaptation path can indicate the reliability of the adaptation
rules involved in the path. Moreover, the more paths an adaptation rule is in-
volved in, it is more compatible with other rules; 3) A high-traffic region of
adaptation paths indicate region of interest in the case space. Retaining cases
in such a region can benefit the paths passing the region thus increasing the
performance of the CBR system.

3 Current Progress

3.1 Robust Adaptation Algorithm

The core aspects of ROAD is implemented and tested in Leake and Ye [5]. Given
a query, ROAD first performs k-nn to retrieve k cases but starts paths from a
subset of those k cases selected for diversity. Filtering for a subset of diverse
cases can reduce the number of adaptation paths. Moreover, a diverse set of
initial cases indicate that the paths are going to work toward the query from
different directions using different set of adaptation rules, potentially providing
more benefit as an ensemble of solutions.

To expand each adaptation path, ROAD applies an adaptation rule to the
current case at the head of the path. A greedy search is used to find the rule that
results in a case most similar to the query case. If the result case has already
been considered along an adaptation path, or if the result is impossible in the
task domain (predetermined by domain knowledge), then the next best rule is
chosen. In contrast to a greedy search, a complete search is possible but too
costly, considering that a path can involve any number of steps within its length
limit and each step can be one of many adaptation rules.

During the expansion of an adaptation path, it may go astray or the path
might grow too long. In a domain where the adaptation rule is not perfectly
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Fig. 1. Illustration of Path Resetting, from Leake and Ye [5]

reliable and might introduce error, a long adaptation path compounds errors
of the rules involved, therefore degrading the quality of the final solution. To
decrease path lengths, ROAD uses greedy search of adaptation rules and limits
the number of rules in an adaptation paths. Moreover, ROAD also resets an
adaptation path to a stored case, effectively resetting the reliability of the path
by restarting from a stored case of ground truth.

The resetting mechanism triggers if an adaptation path gets close to a stored
case other than the initially retrieved case. As illustrated in Figure 1: “C0 and C1

are two cases in the case base. Given a query Q, for which the solution case would
be T , the source case C0 is retrieved. Here C0 is closer to T than C1 according
to the similarity metric (indicated by the dashed arc indicating a radius of equal
similarity values). As adaptation rules are applied successively, ghost cases G1

and G2 are generated. The ghost case G2 is found to be more similar to C1 than
C0. In this situation, ROAD resets the path to C1. This is expected to increase
reliability, because C1’s reliability is guaranteed (because it is a real case), while
G2 is a case produced after adapting C0 twice. At this point, the path continues
from C1 and yields the ghost case G3, which is then adapted to T [5]”.

The resetting mechanism also triggers when two adaptation paths meet each
other (the problem descriptions of their head cases are similar) but disagree on
the solutions. In this situation, at least one of the solutions provided by the two
adaptation paths are inaccurate, and a reset is applied to the path of longer
length.

In both scenarios, the resetting mechanism searches for the nearest neighbor
of the current head case of the adaptation path. If the nearest neighbor is closer
to the head case than the initially retrieved case of the path, then the adaptation
path is reset by appending the nearest neighbor as the new head of the path.

3.2 Hindsight of Robust Adaptation

A current study (to be presented on ICCBR2020) is focused on using the hind-
sight of ROAD to improve the system efficiency.

Improve Similarity Metric to Reduce Resets A path is reset when its head gets
close to a stored case. This happens when the similarity metric does not align
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with the adaptability of the domain. In other words, the retrieved most similar
case is not the easiest to adapt to the query.

After using ROAD, the adaptation paths built can provide insight on the
room of improvement for the similarity metric. Given a query, an adaptation
path with reset indicates a reset case should have been retrieved in place of
the actually retrieved case, and an adaptation path without reset indicates a
case is correctly retrieved. If the similarity metric allows modification based on
such feedback, then it can be improved. With the improved similarity metric,
the CBR system is less likely trigger the reset mechanism, therefore leading to
shorter paths and higher efficiency.

Filter for More Reliable Rules The accuracy of the final result of an adaptation
path can reflect the compatibility and reliability of the adaptation rules involved
in the path. If the final result is accurate, then the adaptation rules involved are
compatible with each other and they provide reliable results after being applied
in a sequence.

In this experiment, the system attempts to build adaptation paths by com-
bining any two rules and applying them to all applicable cases. If the combination
of the two rules can be applied to many cases, then the two rules are compatible
in relatively larger scope of the task domain. If the final results after the adap-
tation is accurate (evaluated by comparing the final solution with its nearest
neighbor in the case base), then the two rules are reliable when used together.
By studying the compatibility and reliability of pairs of rules, researcher can
find the most compatible or the most reliable rules and filter out the less useful
ones. A preliminary experiment shows that filtering for more compatible/reliable
rules produces shorter paths and reduces the computation overhead of ROAD.
The result also shows that the accuracy of ROAD may improve due to usage of
more reliable rules, however, the accuracy may degrade when too many rules are
removed and the adaptation rule set fails to provide good coverage of the task
domain.

4 Future Directions

4.1 Using Hindsight of ROAD to Facilitate Case Retaining

A high-traffic region of adaptation paths is a region in the case space where
multiple adaptation paths get close to or cross each other. Many adapted cases
are generated in such a region as paths pass through. If there is a stored case
in this region, then the paths can potentially reset to the stored case to uphold
the quality of the final solutions. If the region is less populated with cases, then
it is beneficial to retain cases for reasons described above, as also suggested by
Mathew and Chakraborti [7].

4.2 Applying ROAD to Existing CBR Systems

Case adaptation determines the flexibility of the CBR system. ROAD, as a gen-
eral scheme, is applicable to almost all CBR systems and can enhance their
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flexibility. One future direction is to apply ROAD scheme to existing CBR sys-
tems and examine its potential in improving the adaptability as well as other
powers of the systems.

Currently the ROAD experiments are conducted on task domains where
adaptation rules are generated using case difference heuristics. In certain CBR
systems (e.g. the CookingCAKE system [8]), adaptations can also be done by
generalization, specialization, and composition. It is worth exploring how ROAD
may interact with various kinds of adaptations.
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