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Latency, jitter, and reliability are three KPIs in QoS of modern edge and cloud computing systems. Their analytical insights 

can be well gained through queuing theory. In this paper, we develop a queuing model with two parallel heterogeneous 

servers with a randomly-initial-dispatch discipline. This model generalizes several existing models, yet simple enough as it 

can be configured by a couple of parameters. With this simplicity, we analytically prove the optimality of several standard 

measures of effectiveness for the latency and jitter. 
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1 INTRODUCTION 

Latency, jitter, and reliability are three key performance indicators (KPIs) in quality of service (QoS) of modern 

edge and cloud computing systems. Toward the 6G era, these KPIs need to be further improved ([1], [2]). 

Through the 3GPP initiative of enhanced ultra-reliable and low latency communication (eURLLC), the 

considered benchmarks are sub-ms and 7-nine for the latency/jitter and reliability, respectively. If implementable, 

these benchmark KPIs will significantly promote several active paradigms in adv-5G and 6G, such as vehicle-

to-everything (V2X), augmented/virtual reality (AR/VR), mobile edge computing (MEC), and non-terrestrial 

networking (NTN). The progress of these paradigms, together with other state-of-the-art visions, would bring 
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significant advancements of information science and technology, including industrial Internet of things (IIoT) 

and military metaverse (MM), which will interweave with the evolution of modern cloud architectures. 

    The infrastructural concepts of eURLLC, and its predecessor URLLC, certainly pays the main attention to 

latency and reliability. Reliability is a highly system-wide notion, involving many cross-layer issues in modern 

communication systems and networks. However, if touching its cores, the parallel structure of services is 

fundamental. On the other hand, in most communication systems, the end-to-end (E2E) latency basically 

consists of four types of delays: processing, propagation, transmission, and queuing. The processing delay is 

primarily due to the CPU rating, while the propagation delay is directly proportionally to distance. The 

transmission delay in modern systems usually occupies a small portion of E2E latency. It is not difficult to 

understand that the first three types are mainly related to the physical layer of wireless communication systems. 

However, queuing delays may incur in any layer. Driven by the diversity of the coming 6G wireless paradigms, 

sufficient efforts in regaining queuing intrinsic must be made. The present work develops a basic queuing model 

that takes both reliability and latency into account. The former is reflected by a parallel-server structure, and the 

latter is marked by a detailed analysis for the measures of effectiveness (MoE). In particular, a main attention 

will be paid to the optimality of second order MoEs, which generally characterizes the jitter of information transfer. 

Minimizing jitters is one of the crucial tasks in several emerging architectures like IIoT and MM. 

    Several works on elementary queuing analysis, well customized for conventional communication systems, 

were already widely known (e.g., [3], [4]). As the technologies evolved from 4G to 5G, there was a recurring 

interest in queuing models [5-8]. In particular, the authors of [8] developed a generic queuing model to describe 

the behavior of information flow in V2X. Their work showed that the results of queuing analysis were consistent 

with simulation. Nevertheless, the work of [8] was based on a single-server Markovian model. In principle, 

several QoS metrics can be improved by introducing multiple parallel servers, such as M/M/c ( 2).c   Besides 

latency and jitter, the reliability is also promoted. The Markovian property of M/M/c is equivalent to the Poisson 

process and usually provides the analytical tractability. In many disciplines of operations research (OR), the 

M/M/c model is often used as a benchmark for more sophisticated queuing systems ([3, Ch.3], [4, Ch.12]). In 

some applications such as V2X, it is reasonable to adopt small values of .c  Accordingly, considering both 

applicability and trackability, in this paper we investigate a queuing model with two parallel heterogeneous 

servers (Fig. 1). 

    Different than most studies in public literature, however, our model is a generalized M/M/2 system with two 

controllable parameters ( , ),a  where 0 1,0 1,a      and 2 1/ .  = In this system, the item arriving at 

the queue-head is controlled with the following discipline:  (1) if both servers are idle, then it will go to server 1 

with probability  a  or server 2 with probability );1( a− (2) if one of the two servers is idle, then it goes to the idle 

server; (3) if both servers are busy, then it will be queued. Note that the usual FCFS (first-come-first-served) 

discipline is still adopted in queuing. The discipline defined above will be referred to as randomly-initial-dispatch 

(RID) in this paper. In theory, this queuing model is not elementary Markovian since its overall service time 

follows a hybrid distribution. However, as described in Sections III and V, this hybridity only rises in a few states. 

Therefore, for simplicity, throughout the present work, the model is named the M/M/2H RID system, where “H” 

stands for heterogeneous servers. 

    The rest of this paper is organized as follows. The main differences of our study than some early works are 

summarized in Section II. Then, in Section III, the system essentials are detailed. Next, in Section IV, several 

MoEs are derived, and the optimality is proven. Section V is devoted to the distribution of queuing time. Finally, 

the paper is concluded in Section VI. Note that the terms “delay” and “latency” are interchangeably used in this 

paper.  The notation “ ( )E • ” is the expectation of its argument. 
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   Figure 1: M/M/2H with RID discipline. 

2 RELATED WORKS 

The discussions in most queuing textbooks are restricted to the homogeneous-server systems (e.g., [3], [4]). It 

is well known that the M/M/c system with homogeneous servers is superior to the system built on c identical 

M/M/1 facilities with regard to the sojourn time of packets [3, pp. 213-214]. Relaxing the homogeneous condition, 

several researchers have also investigated the heterogeneous-server systems. Most reported studies 

reasonably selected two heterogeneous servers to develop the canonical model. In the context of electrical 

engineering, one of the early noteworthy papers was [9]. The authors investigated an M/M/2H system with a 

special dispatch discipline: the new arrival does not have to go to the available slow server. In the literature of 

OR, this treatment is sometimes referred to as a queuing system with vacations (or other similar terms). The 

authors of [9] proved that there exists an optimal queuing threshold that minimizes the mean system size. Their 

accomplishment has inspired a series of studies along this avenue (see [10], [11], and the references therein).  

    Our M/M/2H RID model does not consider the vacation-type discipline. However, the M/M/2H RID model can 

be refined into several special models: (1) 0.5a = leads to the standard model in which the arrivals are 

dispatched to either server with the same chance; (2) 1a = leads to the "fast-server-first" model; and (3) 

1 1 21/ (1 ) / ( ).a    = + = +  

    Moreover, we note that most existing studies in M/M/2H did not include the analysis for the second order 

measures of effectiveness (MoEs) such as the variance. A reason was perhaps due to the analytical complexity 

since that the handy Little’s Theorem in the elementary queuing theory ([3, Ch.3], [4, Ch.12]) is only applicable 

to the first order MoEs. However, the second order MoEs have a leading importance in a variety of multimedia 

applications as they characterize the jitter behavior of concerned traffic flows. Therefore, the optimality details 

of the second order MoEs will provide a clear analytical guideline for these applications. In the present work, 

significant attention is paid to the optimality of several second order MoEs. 

3 SYSTEM ESSENTIALS 

Consistent with the conventions in queuing theory, the following notations are adopted throughout this paper: 

qN  = queuing size;  
qT = queuing time; N  = system size (the packet number in the queue and servers);  T =  

system sojourn time (the sum of queuing time and server time). Note that qN  and N are discrete random 

variables (RVs), while qT  and T are continuous RVs. The theoretical studies would involve their probability 

functions and the induced moments (typically the 1st and 2nd orders). The present work conducts a theoretical 

analysis the probability mass functions (PMFs) of ( , )qN N  and the probability density function (PDF) of .qT  

The cumulative distribution function (CDF) can be derived from the PDF. The distribution of T  is more involved 

and is worthwhile developing a companion paper. 
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    The analysis complexity mainly comes from the selected queuing discipline. The state transition diagram is 

used to conduct the analysis (Fig. 2), where two types of notations are adopted: In the left part corresponding 

to the initial states, doublet 1 2( , )j j stands for the number of customers in the server 1 and 2, respectively, while 

in the right part the single number, representing the total number of customers in the system, is sufficient to 

describe the states. In addition, the following notations will be used to represent the state probabilities:  

),1,1(),1,0(),0,1(),0,0( 2110 PPPPPPPP ba ==== and  ( ) ( 2).kP P k k=  Aware of that the state 

transition diagram consists of the initial state and the equilibrium state, we derive the system size PMF in two 

steps. 

 

   Figure 2: The state transition diagram of the M/M/2H system with the RID discipline. 

 

3.1 Step 1 

Let   be the mean arrival rate and ( 1,2)j j =  the mean service rate. According to the state transition 

diagram shown in Figure 2, the balance equations for the initial state can be formulated and solved as below: 

1 1 0 2 2

2 1 0 1 2

0 1 1 2 1

( ) , (1)

( ) (1 ) , (2)

. (3)

a

b

a b

P a P P

P a P P

P P P

   

   

  

+ = +

+ = − +

= +

 

Since this linear equation system involves four unknowns ),,,,( 2110 PPPP ba it can be solved by fixing one 

unknown as the parameter, called the pivot. In the following analysis we use 2P as the pivot. With a little more 

effort, the above system can be converted into: 

1 1 2

1 1 2 1

1 2 2

/ , (4)

[2 ( 1) ] (2 )

( ) , (5)

a b

a b

P P P

a P a P

P



   

 

+ =

− − + +

= −

 

where  /= and .21  +=  Without of loss generality, we assume 2 1  throughout this paper. 

[Definition 1] The parameter 2 1/  = is called the service ratio. 

  Solving the system consisting of eqs. (4) and (5), we obtain: 

2 2
1

2 1

1 2
1

2 1

(1 / )
, (6)

(1 )

[1 (1 ) / ]
. (7)

(1 )

a

b

a P
P

a a

a P
P

a a

 

  

 

  

+
=

+ + −

+ −
=

+ + −
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Substituting eqs. (6) and (7) into eq. (3), we have: 

1 2 2
0

1 2

(2 1/ )
. (8)

[ (1 ) ]

P
P

a a

  

   

+
=

+ − +
 

As a result, up to this point, the linear system of equations has been defined by eqs. (1) to (3) has been solved 

in terms of .2P  

3.2 Step 2 

The balance equations for the equilibrium states can be formulated and solved as below. First, in state (1, 1) 

we have: 

2 1 1 3( ) . (9)a bP P P P    + = + +  

Substituting eqs. (6) and (7) into eq. (9) and reducing the intermediary terms, we obtain: 

3 2. (10)P P=  

Next, it follows from the flow balance at state 3 that: 

3 2 4( ) . (11)P P P   + = +  

Putting the result of eq. (10) into eq. (11) leads to: 
2

4 2 . (12)P P=  

Recursively this way, the general solution can be derived by induction: 
2
2 . ( 2,3, ) (13)k

kP P k −= =  

As a result, the equilibrium state part has been solved in terms of .2P  Consequently, 

.
2 2

2
2 2

. (14)
1

def
k

k
k k

P
P P r



 
−

= =

= = =
−

   

Note that r  is the Erlang C probability. Finally, the value of 2P  can be determined by the probability axiom 

:10 =

=k kP  

0 1 1
2

1 2
2

1 2

(2 1/ ) 1 1
1. (15)

[ (1 ) ] 1

a b k
k

P P P P

P
a a

  

     



=

+ + +

 +
= + + = 

+ − + − 


 

Therefore, 

1

1 2
2

1 2

2 2

2

(2 1/ ) 1 1

[ (1 ) ] 1

(1 )[( ) (2 1) (1 )]
. (16)

( ) (2 1) (1 )

P
a a

a a

a a

  

     

      

     

−
 +

= + + 
+ − + − 

− + + + + − +
=

+ + + + − +

 

4 THE MEASURES OF EFFECTIVENESS 

One of the fundamental MoEs, the first order moment of the system size, can be readily determined by the state 

probabilities derived in Section IV: 

2
1 1 2

2

( ) . (17)
(1 )

a b k
k

P
E N P P kP

 



=

= + + =
−
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    In order to derive another MoE, the first order moment of the queuing size, we notice that the queue is empty 

when the system size is 0, 1, or 2. For this reason, we have: 

3

2 2
2 2

3

( ) ( 2)

( 2) . (18)
(1 )

q k
k

k

k

E N k P

P
P k








=


−

=

= −

= − =
−





 

In practice, many applications (e.g., the real-time packet switching communication paradigm) are also 

characterized by the variances of the system size or the queuing size. To determine these variances, we firstly 

derive the second order moments: 

2 2 2
1 1

1 2

2 22 2
2 3

2

( )

(1 )
. (19)

(1 )

k a b k
k k

k

k

E N k P P P k P

P P
P k




  

 

= =


−

=

= = + +

+
= + =

−

 



 

2 2

3

2 2 2
2 3

3

( ) ( 2)

(1 )
( 2) . (20)

(1 )

q k
k

k

k

E N k P

P
P k

 






=


−

=

= −

+
= − =

−





 

The variances, therefore, can be determined as follows: 

2 2

2
2 2

3 2 4

var( ) ( ) ( )

(1 )
, (21)

(1 ) (1 )

N E N E N

P P

   

= −

+
= −

− −

 

2 2

2 2
2 2

3 4

var( ) ( ) ( )

(1 )
. (22)

(1 ) (1 )

q q qN E N E N

P P  

 

= −

+
= −

− −

 

Finally, the first moments of the system time and the queuing time can be obtained by using Little's Theorem 

([3, Ch.3], [4, Ch.12]): 

2

2

( )
( ) , (23)

(1 )

PE N
E T

  
= =

−
 

2 2

2 2

( )
( ) . (24)

(1 ) (1 )

q

q

E N P P
E T



    
= = =

− −
 

    In the following, we conduct the analysis of optimality. 

4.1 First Oeder MoE 

[Proposition 1] Given    and ,  if 1/ 2 1,a  there exists an optimal service ratio * that minimizes 

( ), ( ), ( ),q qE N E T E N and ( ).E T  

[Proof] With the given conditions, it is sufficient to show that 2P attains the optimality. According to eq. (16), 
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1

2 2

1 2 1
, (25)

(1 )
P

y



 

−
 +

= + 
− 

 

where 

(1 )[( ) 1 ]
. (26)

a a
y

   



+ + + + −
=  

Let / 0.y   =  We obtain: 

* 1
. (27)
a

a






+ −
=

+
 

Note that * (0,1]   since 1/ 2 1.a   Moreover,  

2 2/ 0. (28)y     

Therefore, *  is the minimizer of .y   It is also the minimizer of 2 .P  Accordingly, the minimum of y is: 

* (1 2 ) 2 (1 ) (1 ). (29)y a a    = + + + + −  

Finally, substituting eq. (29) into (25) then (23), we obtain the minimum of ( ) :E T  

1
2

* (1 2 )(1 )
( ) (1 ) . (30)

1 2 2 (1 ) (1 )
E T

a a

  
 

  

−
 + −

= − + 
+ + + + −  

 

Q.E.D. 

    Two example profiles of ( )E T  are illustrated in Fig. 3. The optimality of ( )qE T  can be similarly proven. 

Moreover, the optimality of ( )qE N and ( )E N  is attained according to Little’s Theorem ([3, Ch.3], [4, Ch.12]). 

 

   Figure 3: Example profiles of ( ).E T  

    It is also interesting to compare with the classic counterpart, shown in the following: 

[Corollary 1] The mean sojourn time of the M/M/2H system operating at 
* = is not greater than that of the 

M/M/2 system with homogeneous servers. 
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[Proof] Denote the mean sojourn time of the homogeneous M/M/2 system by ( ).gE T  Then, according to 

elementary queuing theory [3, Ch.3], we have: 

2

2
( ) . (31)

(1 )
gE T

 
=

−
 

On the other hand, it follows from eq. (30) that, when 1/ 2,a =  

*

1/2

1
2

2

( )

(1 2 )(1 )
(1 )

1 2 2 (1 ) (1/ 4)

2
( ). (32)

(1 )

a

g

E T

E T

  
 

  

 

=

−
 + −

= − + 
+ + + +  

= =
−

 

Therefore, 
*( ) ( ),gE T E T  since the term (1 )a a− reaches its maximum at 1/ 2.a =    

 Q.E.D. 

4.2 Second Order MoE 

In queuing theory, Little's Theorem ([3, Ch.3], [4, Ch.12]) is only applicable to the first order MoEs. The analysis 

for the second order MoEs needs the knowledge of the probability distributions. As seen in Section IV, with the 

aid of PMFs, we have derived the variances of qN  and .N  In the following, we conduct the optimality analysis. 

For this purpose, it has proven that adopting the Erlang C probability as an intermediate variable is a wise idea. 

Due to (14) and (16), the Erlang C probability can be elaborated as follows: 

2 2

2

[( ) (2 1) (1 )]
. (33)

( ) (2 1) (1 )

a a
r

a a

     

     

+ + + + − +
=

+ + + + − +
 

[Proposition 2] Given    and ,  if 1/ 2 1,a  there exists an optimal service ratio * that minimizes 

var( ).qN   

[Proof] It follows from (33) that: 

2 2

2

[( ) (2 1) (1 )]

( ) (2 1) (1 )

1 1
. (34)

2 2

a a
r

a a

     

     




+ + + + − +


+ + + + − +

=  +

 

Next, substituting (33) into (22), we have: 

2 2

2 2

(1 )
var( ) . (35)

(1 ) (1 )
q

r r
N

  

 

+
= −

− −
 

Consequently, 

var( ) var( )
. (36)

q qN N r

r 

  
=

  
 

Due to (34) and (35), 
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2

var( ) (1 2 )
0.

(1 )

qN r

r

  



 + −
= 

 −
 

Therefore, the solution * in (27) minimizes var( ).qN           Q.E.D. 

    Two example profiles of var( )qN  are illustrated in Fig. 4. 

 

    Note that the relation (34) is a pivot in the proof for var( ).qN  However, it is not sufficient to prove the 

optimality of var( ).N  Prior to conducting a further analysis, we introduce two Lemmas first. 

[Lemma 1] There exists an interval of   such that the following inequality holds: 

(1 )
. (37)

2
r

 +
  

 

 

   Figure 4: Example profiles of var( ).qN  

[Proof] Using (33), we need to show: 

2 2

2

[( ) (2 1) (1 )] (1 )
. (38)

2( ) (2 1) (1 )

a a

a a

       

     

+ + + + − + +


+ + + + − +
 

This is equivalent to: 

2( ) (2 1) (1 ) 0. (39)a a      + − + + − +   

To ensure the existence of real roots in the left side, we need to verify the discriminant: 

2(2 1) 4 ( )(1 ) 0. (40)p a p a   = + − + − +   

One key fact to prove (40) is: 

1
(1 ) . (0 1) (41)

4
a a a−     

Accordingly, for 1/ 2,a   we have two distinct real roots: 
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2

1

2

2

(2 1) (2 1) 4 ( )(1 )
,

2 ( )
(42)

(2 1) (2 1) 4 ( )(1 )
.

2 ( )

a a

a

a a

a

     


 

     


 

 + − + − + − +
 =

+

 + + + − + − +

=
+

 

Therefore, when 
1 2 ,     the relation (37) holds.         Q.E.D. 

    Next, with the expressions given in (27) and (42), it is easy to show: 

[Lemma 2] The minimizer of the first order MoE satisfies the following relation: 
*

1 2. (43)     

[Proposition 3] Given    and ,  if 1/ 2 1,a  there exists an optimal service ratio * that minimizes var( ).N   

[Proof] Substituting (33) into (21), we have: 

2

2 2 2

(1 )
var( ) . (44)

(1 ) (1 )

r r
N



   

+
= −

− −
 

Consequently, 

var( ) var( )
, (45)

N N r

r 

  
=

  
 

where 

2 2

var( ) (1 ) 2
. (46)

(1 )

N r

r

 

 

 + −
=

 −
 

Due to Lemmas 1 and 2 as well as the function continuity, in the neighborhood of * ,  

var( )
0. (47)

N

r





 

Therefore, the solution * in (27) minimizes var( ).N          Q.E.D. 

    The profile of var( )N is similar to var( ).qN  

5 DISTRIBUTION OF QUEUING TIME 

As mentioned in Section IV, the variance analysis needs the knowledge of the probability functions. For the 

discrete RVs such as qN  and ,N  the analysis was done in the preceding section. In this section, we shift the 

attention to the queuing time ,qT  which is a continuous RV when 0.t   However, at 0,t = there is a single-point 

probability.  

[Proposition 4] When both servers are busy, the partial PDF of qT  takes the following form: 

, ( ) ( )exp[ ( ) ], (48)
qT rf t r t   = − − −  

where  1 2.  = +  The term “partial” is used for the simplicity of presentation, since the integration of (48) is 

less than 1. 

[Proof] When both servers are busy, a new arrival will see that there are ( 2)k k   items in the system (including 

two items in the servers). For those two items in the servers already, let sT  be the time until the next departure 
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(so a server will be available). Due to the memoryless Markov property ([3, Ch.3], [4, Ch.12]), the 

complementary CDF (CCDF) of sT   can be expressed as: 

1 2 1 2Pr( ) Pr( , ) exp[ ( ) ]. (49)s s sT t T t T t t  =   = − +  

Accordingly, the PDF is: 

1 2 1 2( ) ( )exp[ ( ) ] exp( ), (50)
sT
f t t t     = + − + = −  

Therefore, for the new arrival, the queuing time will be the sum of 1k −  such .sT  With the Laplace transform 

or direct convolution, we obtain the PDF of the queuing time:  

1 2

( ; ) exp( ). (51)
( 2)!q

k k

T

t
f t k t

k




− −

= −
−

 

With the PMF (13), the average over all realizations 2k    is: 

,
2

( ) ( ; ) ( )exp[ ( ) ]. (52)
q qT r k T

k

f t P f t k r t   


=

= = − − −  

Q.E.D. 

[Corollary 2] When both servers are busy, the partial CDF of 
qT  takes the following form: 

, ( ) exp[ ( ) ]. (53)
qT rF t r r t = − − −  

    The overall CDF is the CDF that characterizes the situations with empty and non-empty queues. Therefore, 

we have 

[Corollary 3] The overall CDF of qT  is: 

,( ) (1 ) ( ) ( )

(1 ) ( ) exp[ ( ) ], (54)

q qT T rF t r u t F t

r u t r r t 

= − +

= − + − − −
 

where ( )u t  is the unit-step function. 

[Corollary 4] The overall PDF of qT  is: 

,( ) (1 ) ( ) ( ), (55)
q qT T rf t r t f t= − +  

where ( )t  is the impulse function (i.e., Dirac delta function): 

( ) 1; ( ) 0. ( 0) (56)t dt t t 


−

= =    

    With the PDF available in (55), we have: 

( ) . (57)q

r
E T

 
=

−
 

Note that (57) is the same as (24) due to (14). Furthermore, 

2

(2 )
var( ) . (58)

( )
q

r r
T

 

−
=

−
 

Finally, parallel to Propositions 1, 2, and 3, we have: 

[Proposition 5] Given    and ,  if 1/ 2 1,a  there exists an optimal service ratio * that minimizes 

var( ).qT   

[Proof] It follows from (58) that 
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2

2(1 )
var( ) var( ) . (59)

( )
q q

r r r
T T

r   

   − 
= =

   −
 

Therefore, the optimality of var( )qT  is the same as the Erlang probability ,r  since in (59) 2(1 ) / ( ) 0.r  − − 

              Q.E.D. 

    Two profiles of var( )qT are illustrated in Fig. 5. 

 

   Figure 5: Example profiles of var( ).qT  

6 CONCLUSION 

    As the URLLC service is to be promoted in several emerging edge and cloud paradigms, there is a regained 

interest in further investigating some queuing models. In this paper, we describe a generalized queuing model 

with two configurable parameters. Much attention is paid to the second order MoEs, due to their equal 

importance in QoS for many edge and cloud paradigms. These MoEs can be readily used as building blocks to 

design a variety of QoS control models when incorporating the transforms through the notion of utility function 

in the optimization theory. 
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